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tradition of bringing together researchers and practitioners from both industry and academia for a program of innovative and
rigorous storage-related research. We are pleased to present a diverse set of papers on topics such as cloud storage, key-value
stores, consistency, reliability, caching, HPC systems, SSD, and traditional file systems. Submissions to the conference came
from authors representing academia, industry, and the open source community.

FAST 20 received 138 submissions. Of these, we accepted 23 papers, for an acceptance rate of 17%. The Program
Committee used a two-round online review process and then met in person to select the final program. In the first round,
each paper received at least three reviews. For the second round, 79 papers received at least three more reviews. The Program
Committee discussed 61 papers in an all-day meeting on December 6, 2019, at Google in Sunnyvale, CA. We used Eddie
Kohler’s excellent HotCRP software to manage all stages of the review process, from submission to author notification.

As in the previous years, we included a category of short papers. Short papers provide a vehicle for presenting completed
research that does not require a full-length paper to describe and evaluate. We received 25 short paper submissions, of

which 2 were accepted. Also in line with previous years, we included a category of deployed-systems papers, which address
experience with the practical design, implementation, analysis or deployment of large-scale, operational systems. We received
6 deployed-systems submissions, of which we accepted 3.

We wish to thank the many people who contributed to this conference. First and foremost, we are grateful to all the authors
who submitted their work to FAST "20. We would also like to thank the attendees of FAST "20 and the future readers of
these papers. Together with the authors, you form the FAST community and make storage research vibrant and exciting.

We extend our thanks to the entire USENIX staff, especially Casey Henderson, Jasmine Murcia, Sarah TerHune, Camille
Mulligan, Olivia Vernetti, and Arnold Gatilao, who have provided outstanding support throughout the planning and
organizing of this conference with the highest degree of professionalism and friendliness. Most importantly, their behind-the-
scenes work makes this conference actually happen. We would like to thank the Poster and Work-in-Progress Session Chairs,
Dean Hildebrand and Avani Wildani. Our thanks go also to the members of the FAST Steering Committee who provided
invaluable advice and feedback, and to our Steering Committee Liaison, Keith Smith, for his guidance and encouragement on
many issues, large and small, over the past year.

Finally, we wish to thank our Program Committee for their many hours of hard work reviewing, discussing, and shepherding
the submissions. Some of the PC traveled halfway across the world for the one-day, in-person PC meeting. In total, the PC
wrote 653 thoughtful and meticulous reviews. HotCRP recorded approximately 473,000 words in reviews and comments
(excluding HotCRP boilerplate language). The reviewers’ evaluations, and their thorough and conscientious deliberations at
the PC meeting, contributed significantly to the quality of our decisions. Each paper had a shepherd that reviewed the final
submission and provided additional feedback. In many cases this led to significant improvements in the final quality of the
submissions. We look forward to an interesting and enjoyable conference!

Brent Welch, Google
Sam H. Noh, UNIST (Ulsan National Institute of Science and Technology)
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Abstract

Data placement is critical for the scalability of decentralized
object-based storage systems. The state-of-the-art CRUSH
placement method is a decentralized algorithm that de-
terministically places object replicas onto storage devices
without relying on a central directory. While enjoying
the benefits of decentralization such as high scalability, ro-
bustness, and performance, CRUSH-based storage systems
suffer from uncontrolled data migration when expanding the
clusters, which will cause significant performance degrada-
tion when the expansion is nontrivial.

This paper presents MAPX, a novel extension to CRUSH
that uses an extra time-dimension mapping (from object
creation times to cluster expansion times) for controlled
data migration in cluster expansions. Each expansion is
viewed as a new layer of the CRUSH map represented by
a virtual node beneath the CRUSH root. MAPX controls
the mapping from objects onto layers by manipulating the
timestamps of the intermediate placement groups (PGs).
MAPX is applicable to a large variety of object-based storage
scenarios where object timestamps can be maintained as
higher-level metadata. For example, we apply MAPX to
Ceph-RBD by extending the RBD metadata structure to
maintain and retrieve approximate object creation times at
the granularity of expansions layers. Experimental results
show that the MAPX-based migration-free system outper-
forms the CRUSH-based system (which is busy in migrating
objects after expansions) by up to 4.25x in the tail latency.

1 Introduction

Object-based storage systems have been widely used for var-
ious scenarios such as distributed file storage, remote block
storage, small object (e.g., profile pictures) storage, blob
(e.g., large videos) storage, etc. Compared to filesystem-
based storage, object-based storage simplifies data layout
by exposing an interface for reading and writing objects
via unique object names, and thus reduces management
complexity at the backend.

Objects are distributed among a large number of object
storage devices (OSDs) possibly with various capacities and
characteristics, making data placement critical for the scala-
bility of object-based systems. Decentralized placement
methods uniformly distribute objects among OSDs without
relying on a central directory, and usually outperform cen-
tralized methods because their clients could directly access
objects by calculating (instead of retrieving) the responsible
OSDs. CRUSH [67] is the state-of-the-art placement algo-
rithm that allows structured mapping from objects onto a hi-
erarchical cluster map comprising nodes representing OSDs,
machines, racks, etc. Currently, CRUSH has been widely
adopted in large-scale storage systems (like Ceph [66] and
Ursa [44]]) owing to its simplicity and generality.

While enjoying the benefits of decentralization such as
high scalability, robustness, and performance, CRUSH-
based storage systems suffer from uncontrolled data mi-
gration after expanding the clusters and/or adding more
intermediate placement groups (PGs). Although the mi-
gration could re-balance the load of the entire system right
after the expansion, it also causes significant performance
degradation when the expansion is nontrivial (e.g., adding
several racks of storage machines).

In practical deployment of distributed storage systems,
it is preferred to avoid large-scale data migration after
cluster expansions [15], even at the cost of temporary load
imbalance. Ceph [66] is a CRUSH-based object storage
system which mitigates CRUSH’s migration problem via
implementation-level optimizations. It limits the migration
rate to a relatively-low level, performing writes to the old
OSDs if the written object is waiting for migration. However,
all object replicas will be eventually migrated to the target
OSDs calculated by the CRUSH algorithm, making Ceph
experience degraded performance for a long period of time.

In contrast, traditional centralized placement methods
could easily control data migration for cluster expansions.
For example, Haystack [15] and HDFS [9] maintain a central
directory recording object positions, so as to keep existing
objects unaffected during expansions and place only new
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objects onto the newly-added OSDs.

In this paper we present MAPX, a novel extension to
CRUSH that uses an extra dimensional mapping (from object
creation times to cluster expansion times) for controllable
data migration in the expansion of decentralized object-
based storage systems. Each expansion is viewed as a new
layer of the CRUSH map represented by a virtual node
beneath the CRUSH root. MAPX controls the mapping from
objects onto layers by manipulating the timestamps of the
intermediate PGs.

The time-dimension mapping cannot support general ob-
ject storage where the maintenance overhead of per-object
timestamps might be overwhelming. However, MAPX is
applicable to a large variety of object-based storage sce-
narios (such as block storage and file storage), where the
object creation timestamps can be maintained as higher-
level storage metadata. We apply MAPX to Ceph-RBD
(Reliable-autonomic-distributed-object-store Block Device)
[3] and CephFS (Ceph File System) [4] with minimum
modifications to the original CRUSH algorithm in Ceph
(Luminous) [S]]. For Ceph-RBD, we extend the rbd_header
metadata structure to maintain and retrieve approximate
object creation times at the granularity of expansion layers;
while for CephFS, we extend the inode metadata structure to
take the files’ creation times, which could also be maintained
at the granularity of layers, as the creation times of the
files’ objects. More complex applications of MAPX could
be built based on block storage (Ceph-RBD) or file storage
(CephFS). Experimental results show that the MAPX-based
migration-free system outperforms the CRUSH-based sys-
tem (which is busy in migrating objects after expansions) by
up to 4.25 x in the tail latency.

The rest of this paper is organized as follows. Section
introduces the background and problem of CRUSH. Sec-
tion [3] presents the design of MAPX. Section [ evaluates
the performance of MAPX and compares it with CRUSH.
Section [5] introduces related work. And finally Section [6]
concludes the paper and discusses future work.

2 Background
2.1 CRUSH Overview

CRUSH uses a logical cluster map to abstract the storage
cluster’s hierarchical structure. Fig. [I] illustrates a three-
level storage hierarchy, where the entire cluster (root) is
composed of cabinets (representing racks), which are filled
with shelves (representing storage machines) each installing
many OSDs (disks). The internal nodes (root, cabinet, and
shelf) in the hierarchy are referred to as buckets (the types
of which are straw2 throughout this paper as discussed in
detail in Section[5.1). The hierarchy is flexible for extension.
For example, cabinets might be further grouped into “row”
buckets for larger clusters.

Object-Based RBDs

take(root) Toot(32)36)-

cabi(8) | [ caba(8) | [ caby®) | [ cabu(®)(12) |

,,,,, bty o(4)
[shfi @ [[ shtoi@ JI[ shfs @) I shei@) [F

_---Affected weights

select(3, cabinet)

select(1, shelf)

’
I
]
1
I
I
I
1
I
I
I
]
1
I
I

\ select(1,0sd)

-

Figure 1: Example of CRUSH placement algorithm. An
RBD is mapped to a PG which is subsequently mapped to a
list of OSDs. The second operation (select (3, cabinet))
realizes three-way replication with three different cabinets.
For simplicity each leaf OSD has the same weight of one.

Each OSD has a weight assigned by the administrator to
control the OSD’s relative amount of stored data, so that the
load of an OSD is on average proportional to its weight. The
weight of an internal bucket is (recursively) calculated as the
sum of the weights of its child items. There are mainly two
steps for CRUSH to place object replicas onto OSDs, which
are briefly introduced below and will be discussed in more
details in Section[3.1]

First, the objects are categorized into PGs by computing
the modulo of the hashing of object names, i.e., pgid =
HASH (name) mod PG_NUM. Second, the objects in a PG are
mapped to a list of OSDs following the CRUSH algorithm.
The first step is similar to traditional hashing and in the rest
of this section we will briefly introduce the second step.

The CRUSH algorithm supports flexible constraints for
reliable replica placement by (i) encoding the information
of failure domains (like shared power source or network)
into the cluster map, and (ii) letting the administrator define
the placement rules that specify how replicas are placed by
recursively selecting bucket items.

Fig. [I] demonstrates a typical placement procedure of
CRUSH (for the dark blue PG) beginning at the root, where
the values in the buckets’ parentheses represent the weights.
The first operation (take (root)) of the rule selects the root
of the storage hierarchy and uses it as an input to subsequent
operations. The second operation (select(3,cabinet))
repeatedly computes the following Eq. [(T)] to choose x = 3
items (cabinets at this level) for three-way replication, from
totally |{| = 4 items € 7 beneath the root:

C(pgid,i,r) = argmax HASH (pgid, r,ID(i)) x W (i), (1)

ic€i

where pgid is the ID of the input PG, r = 1,2,--- is a pa-
rameter for the argmax computation, HASH is a three-input
hash function, and ID(i) and W (i) are the ID and weight of
an item i € i, respectively. To choose x distinct items, it is

2 18th USENIX Conference on File and Storage Technologies
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Figure 2: Data migration of two simulated CRUSH clusters
during expansions.

possible to perform Eq. [(T)] more than x times because the
output of Eq. may have already been chosen in previous
computation or the chosen item may be failed/overloaded.
Similarly, the subsequent operations (select(1,shelf)
and select(1,0sd)) follow Egq. to choose x = 1 shelf
and OSD beneath each of the three cabinets. The final result
of the placement rule is the three darkblue OSDs in Fig.[T]

2.2 The Main Drawback of CRUSH

CRUSH achieves statistical load balancing without a central
directory, and could automatically re-balance the load when
the storage cluster map changes. On the downside, however,
it also causes uncontrollable data migration in cluster expan-
sions. For instance, adding a new shelf (shf4_3) with 4 OSDs
beneath a cabinet (caby) in Fig. |I| will affect the weights
(labeled in the second red parentheses) of all items along the
path from the newly-added shelf up to the root, and thus will
lead to data movement not only from other shelves in caby to
the newly-added shf, 3 but also from other cabinets to caby.
The amount of data migration can be as high as h% if Aw is
small relative to W [[67]], where £ is the number of levels in
the hierarchy, and Aw and W are the increased weight of the
expansion and the total weight of all OSDs, respectively.

To demonstrate the severity of the problem, we measure
the amount of data movement in two simulated CRUSH-
based three-level Ceph clusters, which adopt three-way repli-
cation taking a rack as a failure domain. One rack consists
of 8 hosts each containing 10 OSDs. The first small cluster
has a total of 3 racks, 24 hosts, and 240 OSDs, and stores
24,000 PGs; while the second large cluster has 125 racks,
1000 hosts, and 10,000 OSDs, and stores 1,000,000 PGs.
We respectively add one OSD, one machine, and one rack to
the two clusters. The result (Fig.[2) shows that the migration
is significant when the expansion is nontrivial, e.g., almost
60% of the PGs will be affected when adding one rack to
the small cluster, which will inevitably cause performance
degradation during the entire migration period.

| cab, | | cab, | ------ | cab, I |cab,,1 || cab, |

—+ —+ —+ — —
[ shelf |_|-|| shelf |_|J [ shelf U—‘ [ shelt Lu [ shelf I_H

(a) The composite cluster map after two expansions

RBD, RBD, RBD;

( take(root) \
i select(1, layer) | i
| select(3, cabinet) | | :
| select(1, shelf) I E

\

Ll P _ layer; } L
! !
. P
i P
. b
. b

i i

i
Lo

TN TR T TR
0!

Tayer, | |
"select(l, 0sd) ¥ %

(b) Time-dimension mapping to three layers

Figure 3: MAPX records each expansion as a layer. MAPX
implicitly adds a select operation (select(1,layer)) to
the placement rule.

3 MAPX Design

Compared to moderate load imbalance, large-scale data
migration often has much more negative impact on I/O
performance in the expansion of distributed storage systems.
The CRUSH placement algorithm suffers from data migra-
tion after each cluster expansion because it “crushes” the
differences between the new and the old objects/OSDs. To
address this problem, MAPX extends the original CRUSH
algorithm with an extra time-dimension mapping.

3.1 Migration-Free Expansion

Storage systems usually prefer to avoid data migration after
cluster expansion even at the cost of temporary load imbal-
ance. For instance, Haystack and HDFS leverage a central
directory to keep existing objects unaffected during cluster
expansions. As new objects are stored onto the new OSDs,
the available capacity of them decreases over time and thus
eventually the entire system will achieve approximate load
balancing. Data migration can be performed (with metadata
modification) at any time as needed.

Inspired by the centralized placement methods, our goal is
to achieve controlled data migration for cluster expansions.
To achieve this, we design MAPX on top of CRUSH by
introducing an extra time-dimension mapping to distinguish
the new and the old objects/OSDs, while still preserving the
benefits of randomness and uniformness of CRUSH.

Fig. Bfa) depicts an example of two expansions to the
original cluster which consists of n cabinets each having
two shelves. The first expansion adds a shelf (represented
by a red rectangle) to each of the n cabinets and the second
expansion adds m cabinets (represented by blue rectangles).
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Algorithm 1 Extended select Procedure of MAPX
1: procedure SELECT (number, type)
2: if rype #“layer” then
return CRUSH_SELECT(number, type)
end if
layers < layers beneath currently-processing bucket
> each layer represents an expansion

A

6 num_layers < number of layers in layers
7: pg < current Placement Group
8 o0+ @ > output list
9 for (i = num_layers—1;i > 0;i— —) do
10: layer < layers]i]
11: if layer.timestamp < pg.timestamp then
12: if layer was chosen by previous select then
13: continue
14: end if
15: 0+ 8+ {layer}
16: number <— number — 1
17: if number == 0 then
18: break
19: end if
20: end if
21: end for
22: return ¢

23: end procedure

Unlike CRUSH which monolithically updates the cluster
map, MAPX views each expansion, as well as the original
cluster, as a separate layer which contains not only the new
leaf OSDs but also all the internal buckets (shelves, cabinets,
etc.) from the leaf OSDs up to the root.

To support the time-dimension mapping with minimum
modifications to CRUSH, we insert a virtual level beneath
the common CRUSH root (Fig. b)), where each virtual
node represents a layer of expansion. The virtual level en-
ables MAPX to realize migration-free expansion by mapping
new objects to the new layer before further processing of the
CRUSH algorithm. Since the new layer will not affect the
weights of the old ones, the placement of old objects within
old layers will not change.

Mapping objects to PGs. In each expansion, the new layer
is assigned with a certain number of newly-created PGs each
having a timestamp (f,4;) equal to the layer’s expansion
time (#;). When writing/reading an object O (with creation
timestamp 7,), we first compute the ID (pgid) of O’s PG by

pgid = Hash(name) mod INIT_PG_NUM]/]
j-1
+ Z INIT_PG_NUM[i], 2)
i=0
where name is the object name, INIT_PG_.NUM]Ji] is the
initial number of PGs of the i layer, and the j™ layer has the
latest timestamp #; < ¢, among all layers. Note that although

PGs might be remapped to other layers for, e.g., load
rebalancing (Section[3.2)), INIT_PG_NUM is a layer’s constant
and thus the mapping from objects to PGs is immutable.
Consequently, each object is mapped to a responsible PG
during creation, which has the latest timestamp #,¢s < 1,
among all PGs. For instance, suppose that the three RBD,
RBD,, and RBDj in Fig. [3[b) are created respectively after
the expansions of layery, layer;, and layer,. The objects
of RBD;, RBD;,, and RBD3 will use the three layers’
INIT_PG_NUM to calculate their PGs respectively within
layery, layer;, and layer,.

Mapping PGs to OSDs. Similar to CRUSH, MAPX maps a
PG onto a list of OSDs following a sequence of operations in
a user-defined placement rule. As shown in Fig.[3(b), MAPX
implicitly adds a select operation (select(1l,layer)) to
the placement rule, so as to realize the time-dimension
mapping from PGs to layers without disturbing the adminis-
trators. Internally, MAPX extends CRUSH’s original select
operation to support the layer-type select (), as shown in
Algorithm [T} If rype is not “layer”, then the processing is
the same as the original CRUSH (Lines 2 ~ 4). Otherwise,
we initialize an array of layers which stores all layers
beneath the currently-processing bucket (usually the root) in
an ascending order of the layers’ timestamps (Line 5). We
also initialize num_layers (the number of layers), pg (the
placement group), and & (the output list) at Lines 6 ~ 8. Then
the loop (Lines 9 ~ 21) adds number layers in the array of
layers to the output list 6. In most cases number = 1 so
that the PG could be mapped to OSDs in one layer, but it is
also possible to specify a larger number for, e.g., mirroring
between two layers of expansions.

Note that the replicas of an object are not necessarily
all placed on the newest layer. For example, suppose
that the last expansion (layerp) adds only two cabinets in
Fig. B(a) (i.e., m = 2) but the second select () function
(Select(3, cabinet)) requires three cabinets. This will
cause the first select () function (select(l, layer)) to be
invoked twice to satisfy the rules following the backtracking
mechanism of CRUSH: when a select () function cannot
select enough items beneath a “layer” bucket, MAPX will
retain (rather than abandon) the selected items and backtrack
to the root to select the lacking items beneath a previous
layer. Lines 12 ~ 14 check whether /ayer has been chosen
by previous select () and if so we continue to the next loop,
so as to avoid duplicate layer selection when performing
backtracking. The double check ensures Algorithm [I] to
correctly handle this situation, respectively returning layer,
and layer) for the first and second select () functions.

3.2 Migration Control

The MAPX-based migration-free placement algorithm pro-
vides (statistical) load balancing within each layer, owing
to the randomness and uniformness of the original CRUSH
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algorithm, and achieves approximate load balancing among
different layers by timely expanding the cluster when the
load of the current layer increases to the same level as
previous layers.

However, the load of a layer might change because of,
e.g., removals of objects, failures of OSDs, or unpredictable
workload changes. In Fig.[3] for example, it is possible that
the cluster performs the second expansion (layer,) when the
load of the first expansion (layer;) is as high as that of the
original cluster (layerp), but afterwards a large number of
objects of layer; are removed and consequently the loads of
the first two layers may get imbalanced.

To address the potential load imbalance problem, we
design three flexible strategies for dynamically managing the
load in MAPX, namely, placement group remapping, cluster
shrinking, and layer merging.

PG remapping. MAPX supports to control object data
migration by dynamically remapping the PGs. Each PG
has two timestamps, namely, a static timestamp (¢,,s) that
is equal to the expansion time of the PG’s initial layer, and
a dynamic timestamp (#,¢4) that could be set to any layer’s
expansion time. Different from the mapping from objects to
PGs which uses static timestamps (Section[3.I]), the mapping
from PGs to layers is performed by comparing the PGs’
dynamic timestamps to the layers’ timestamps (Line 11 in
Algorithm [T). Consequently, a PG can be easily remapped
to any layer by manipulating the dynamic timestamp (as
illustrated in Fig. Ekb)), which will be notified to all OSDs
and clients via incremental map updates. The storage
overhead for PGs’ timestamps is moderate. For example, if
we use a one-byte index for each PG timestamp (pointing
to the corresponding layer’s timestamp) which supports a
maximum of 28 = 256 layers), and suppose that one machine
has 20 OSDs each responsible for 200 PGs, then the memory
overhead of timestamps for a 1000-machine cluster is 1000 x
20 %200 x 2 x 1B = 8MB.

Cluster shrinking. When the load of a layer becomes lower
than a threshold, MAPX shrinks the cluster by removing the
layer’s devices (such as OSDs, machines, and racks) from
the cluster, as an inverse operation of cluster expansions.
Given a layer Q to be removed from the cluster, we first
assign all PGs in Q to the remaining layers according to their
aggregated weights (for simplicity the reassignment does not
consider the actual loads of the layers), and then migrate the
PGs to the target layers through remapping (as discussed
above). After shrinking the layer Q is logically preserved
(with no physical devices or PGs) and its INIT_PG_NUM will
not change, so as not to affect the mapping from objects to
PGs (following Eq. [2)).

Layer merging. MAPX balances the loads of two layers (Q
and Q') via layer merging, which could be easily realized by
setting the expansion time of one layer (') to be the same
as that of the other (Q).

3.3 Implementing MAPX in Ceph

We have implemented the MAPX structure in Ceph by
augmenting the original CRUSH algorithm with an extra
time-dimension mapping. As shown in Fig.[3(b), the internal
buckets (like shelves, cabinets, and rows, but not leaf OSDs)
may belong to multiple layers. Therefore, we assign an
internal device in a particular layer (i.e., beneath a particular
virtual node) with a virtual device ID by concatenating the
physical device ID and the layer’s timestamp. We use
the weight fields of the virtual nodes to record the layers’
timestamps, which will be compared with the PGs’ dynamic
timestamps for layer selection.

MAPX is not suitable for general object stores, mainly
because it is nontrivial to maintain and retrieve the times-
tamps of arbitrary objects. The overhead of per-object
timestamp maintenance is similar to that of the maintenance
of a central directory, and thus should be avoided in de-
centralized placement methods like CRUSH and MAPX.
However, MAPX is applicable to a large variety of object-
based storage systems such as block storage (Ceph-RBD [3]))
and file storage (Ceph-FS [4]), where the object timestamps
can be maintained as higher-level metadata.

Ceph-RBD. We have implemented the metadata-based time-
stamp retrieval mechanism for Ceph-RBD (RADOS Block
Device). Ceph stores the metadata (such as the prefix of
data object names, and the information of volume, snapshot,
striping, etc.) of an RBD in its rbd_header structure,
which will be retrieved when a client mounts the RBD via
rbd_open. Since an object of an RBD can be created after
any expansions, we inherit the timestamp of the current layer
(when an object is created) as the object’s timestamp. There-
fore, we add a per-object index (named ob ject_timestamp)
to the rbd_header structure which points to each layer’s
expansion time. The storage overhead for the extra metadata
is moderate. For example, if we use one byte for the
per-object index and each object is 4MB, then the storage
overhead of the object timestamp array for a4TB RBD is at
most % x 1B = 1MB.

CephFS. We have also (partially) implemented the time-
stamp retrieval mechanism for CephFS (Ceph Filesystem).
Ceph stores the file metadata (including file creation times)
in the inode structure. A client reads inode when opening a
file and gets the file creation time. Currently we let all the
objects of a file inherit the file’s timestamp, so that we could
control the time-dimension mapping at the granularity of
files. We also plan to support finer-grained object timestamp
maintenance. If the size of a file exceeds a threshold T
(e.g., T = 100 MB), we could divide it into subfiles each
smaller than 100 MB. The file’s metadata maintains both
the mapping from the file to its sub-files and the creation
timestamp of each subfile, so that we could control the time-
dimension mapping at the granularity of subfiles.
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Figure 4: 99" percentile 1/0 latency of MAPX and CRUSH
(during cluster expansions).

4 Evaluation

In this section we evaluate the performance of the MAPX-
based Ceph and compare it with that of the original CRUSH-
based Ceph. Our testbed consists of four machines, of which
three machines run the Ceph OSD storage servers and the
other machine runs the client. Each machine has dual 20-
core Xeon E5-2630 2.20GHz CPU, 128GB RAM, and one
10GbE NIC, running CentOS 7.0. Each storage machine,
installs four 5.5TB HDDs, and runs Ceph 12.2 (Luminous)
with the BlueStore backend. In all experiments every storage
machine is viewed as a failure domain. The Ceph monitor is
co-located with one of the storage servers. The client runs
the fio benchmark.

4.1 1/0O Performance during Expansions

We compare the I/O performance of MAPX and CRUSH
during expansions, respectively being used as the object
placement methods for Ceph.

We use the default values of all parameters of Ceph
except OSD_max_backfills. ~As discussed in Section [I]
Ceph mitigates the migration problem of CRUSH via
implementation-level optimizations. It uses the parameter
OSD_max_backfills > 1 to trade off between the severity
and duration of performance degradation caused by data
migration.

By default Ceph sets the parameter OSD_max_back fills =
1, which makes migration have the lowest priority so
that objects in PGs could be migrated with an extremely-
low speed. Although partially mitigating the degradation
problem, setting OSD_max_backfills = 1 will significantly
extend the migration period and largely increase the write
load before the migration completes: writes to a PG waiting
for migration will first be performed to the origin OSD
and then be asynchronously migrated to the target OSD.
Clearly, this makes Ceph experience less severe performance
degradation but for a longer period of time. We set

800

600

10PS

400

200

origin origin expand 1 expand 1 expand 2 expand 2
read write read write read write

Figure 5: IOPS of MAPX and CRUSH (during cluster
expansions).

OSD_max_backfills = 10, which is more reasonable in this
experiment so that migration could get a higher priority to
demonstrate the algorithm-level difference between MAPX
and CRUSH. We will discuss more on the impact of migra-
tion priority in Section[5.2}

The initial Ceph cluster has three storage machines each
of which has two OSDs. We create 128 PGs, and the
three-way replication results in (on average) 128 x 3 +3 =
2 = 64 PGs for which each OSD will be responsible. We
create 40 RBD images (each with 20GB data) in the initial
cluster. We expand the storage cluster by respectively adding
one and two OSDs to each machine in the cluster. We
evaluate the performance (including I/O latency and IOPS)
of Ceph running the migration-free MAPX, and compare it
with the performance of Ceph running the original CRUSH
algorithm. The I/O size is 4KB. The iodepth is 1 and 128 in
the latency and IOPS tests, respectively.

Fig. Ié—_ll shows the evaluation result for the 99" percentile
tail latencies. Note that cloud storage scenarios usually care
about the (99", 99.9"" or 99.99™" percentile) tail latency
rather than the mean or median latency, so as to guarantee
SLA. MAPX outperforms CRUSH by up to 4.25 %, mainly
because the migration in CRUSH severely contends with
the normal I/O requests. In this experiment, MAPX always
uses six OSDs of the initial cluster to serve I/O requests
because it does not migrate existing RBDs to the new
OSDs. In contrast, CRUSH respectively uses six, nine,
and twelve OSDs, but the CRUSH-induced data migration
severely degrades the performance, which is unacceptable
for latency-sensitive applications.

Fig|5[shows the evaluation result for IOPS respectively in
MaprX and CRUSH. Each result is the mean of 20 runs, and
we omit the error bars because the variances to the mean are
relatively small (less than 5%). Similar to the latency test,
MAPX significantly outperforms CRUSH by up to 74.3%
in the IOPS test, because CRUSH’s data migration contends
with the normal I/O requests.
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Figure 7: 99" percentile 1/O latency of MAPX and CRUSH
(during cluster shrinking).

4.2 Computational Overhead

We compare the computation times of MAPX and CRUSH
by simulating a Ceph cluster of different numbers of OSDs
(varying from 600 to 19,200). The result (Fig [6) shows
that both MAPX and CRUSH can map an object to an OSD
in tens of microseconds. The small extra times of MAPX
compared to CRUSH come from the computation of the
time-dimension mapping beneath the root.

4.3 1/0 Performance during Shrinking

We evaluate the I/O performance of MAPX (used as the
object placement methods for Ceph) in shrinking. The Ceph
cluster has three storage machines each initially having three
OSDs, and we expand the cluster by adding one OSD to
each of the three machines using the same configurations as
that in Section f.T] We then remove the newly-added layer
(i.e., removing one OSD from each of the three machines),
following the shrinking method (introduced in Section [3.2).
We control the migration speed by setting the number of
concurrently migrated PGs to eight.

Fig. El depicts the 99™ percentile I/O latency of MAPX

3217

256.1

152.4

M Total No. PGs
M 3rd exp (CRUSH)

M 1st exp (CRUSH)
M 4th exp (CRUSH)

2nd exp (CRUSH)
Layer Merge (MapX)

Figure 8: Number of affected PGs in layer merging in MAPX
(after four expansions). Since CRUSH does not support
merging, for reference we measure the number of affected
PGs after each expansion in CRUSH.

during cluster shrinking. For reference, Fig.[7]also shows the
99" percentile latency of CRUSH in shrinking by removing
one OSD from each of the three machines. Ceph shrinks
the cluster by directly modifying the cluster map. Note that
the result does not necessarily mean that MAPX has lower
latency than CRUSH in shrinking, because they adopt dif-
ferent throttling mechanisms. However, MAPX outperforms
CRUSH during cluster shrinking in that MAPX requires less
migration than CRUSH. For instance, removing an OSD in
CRUSH will lower the entire subtree’s weight and thus may
result in unnecessary data migration. In contrast, MAPX
never causes migration between preserved OSDs because
shrinking occurs at the granularity of layers. We omit the
result for IOPS during shrinking due to lack of space, which
has similar trends with that for I/O latency.

4.4 Layer Merging

We use CrushTool [6] to emulate layer merging in MAPX.
We adopt three-way replication where each object has three
replicas stored on three OSDs. Initially the storage cluster
consists of 5 racks each having 20 machines. One machine
has 20 OSDs. There are totally 100 machines and 2000
OSDs, storing 200,000 PGs. We expand the cluster four
times. In each expansion, we add a new layer of one rack
(of 20 machines and 400 OSDs), and add 40,000 new PGs
to the new layer. Clearly, MAPX maps all the new PGs onto
the newly-added OSDs and thus no migration happens. After
the four expansions, there are totally 9 racks, 180 machines,
and 3600 OSDs, storing 360,000 PGs. We then merge the 40
machines of the first and second expansions (as introduced
in Section [3.2), and measure how many PGs are affected by
the merging in MAPX.

The result is depicted in Fig. [8] where layer merging
in MAPX affects 70,910 PGs among all the 80,000 PGs
of the two merged layers. The relatively high ratio of
affected PGs in layer merging of MAPX is decided by the
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nature of CRUSH. For reference, we also emulate the four
expansions in CRUSH, where we let the cluster initially have
360,000 PGs and do not add new PGs during expansions,
because otherwise CRUSH will change the mapping from
objects to PGs causing many more PGs to be migrated.
Fig. [§] also shows how many PGs are affected by each
expansion in CRUSH. For instance, almost 90% of all the
PGs are affected in the fourth expansion when the number of
machines increases from 160 to 180.

5 Related Work

5.1 CRUSH in Ceph

Ceph [660] is a widely-used object-based storage system
supporting block storage [3], file storage [4], and simple
object storage [8] (like S3 [1]). To deterministically and
uniformly maps data objects onto OSDs without relying
on a central directory, Ceph applies CRUSH by taking the
following two steps.

In the first step, Ceph computes the placement groups
(PGs) of the objects. The actual computation of PGs is
slightly more complicated than simple hashing and modulo
(discussed in Section [2.1) when the PG number (PG_NUM)
is not a power of two: it computes the pgids with double-
modulo by using two values of 2" power near PG_NUM, so
as to minimize pgid changes when changing the numbers
of PGs. For instance, consider two objects A and B with
HASH(A) = 25 and HASH(B) = 29. Suppose that at first
the PG has PG_NUM; = 8, which results in pgid4s = 1 and
pgidp = 5. Then, suppose that we increase the PG number
to PG_NUM, = 12. Since 23 < 12 < 2*, Ceph first computes
the modulo for A and B using 2* = 16, and respectively gets
pgida =9 and pgidp = 13. For pgid4 < PG_NUM,, Ceph will
take pgids =9 as the final pgid of A. In contrast, for pgidg >
PG_NUM,, Ceph will compute the modulo again using 2° = 8
and get pgidp =5 as the final pgid of B. Clearly, the double-
modulo mechanism makes the pgids not to change when the
first modulo is between PG_NUM, = 12 and 2% = 16.

In the second step, Ceph maps pgids onto OSDs in the
storage cluster, where the hierarchy is composed of OSDs
and buckets. Buckets can contain any number of OSDs
or other buckets. OSDs are always at the leaves and are
assigned weights by the administrator to control the relative
amount of data they are responsible for. Bucket weights are
the sum of the weights of its items. Currently CRUSH has
five types (uniform, list, tree, straw, and straw2) of buckets,
and different bucket types use different formulas to choose
a given number of items beneath the bucket. The straw2
buckets are the most popular because they have the smallest
migration overhead when changing the cluster map or the
number of PGs. By default all buckets in Ceph have the
straw? type.

5.2 Load Balancing & Migration Overhead

Ceph developers have realized the performance degradation
problem due to expansion-caused migration. They alleviate
this problem through implementation-level optimizations by
lowering the priority of migration tasks to avoid bursty
migration after the expansion [7]. However, the PGs cal-
culated by CRUSH have to be eventually migrated. Further,
the conservative migration settings significantly extend the
migration period during which a large fraction of PGs are
waiting for migration. This complicates their write proce-
dure (first being written to the origin OSDs and then to the
target OSDs), unnecessarily increasing the load.

In contrast, MAPX provides administrators with the abi-
lity to control the migration at the algorithm level: the
migration may never happen if (as in most cases) there is
not severe imbalance between the loads of different layers.
Further, sometimes CRUSH needs to increase the number of
PGs, for example to reduce the per-OSD load, which causes
a large fraction of objects to be migrated even using the
double-modulo method (Section @, while MAPX could
smoothly add PGs during expansions without migration.

Focusing on OSD failure caused data migration, Ref. [36]]
proposes to use cluster device flags to selectively label failed
OSDs for reducing data transfer. However, it is not clear how
to use the flags to address/alleviate the migration problem
when expanding the storage clusters.

Consistent distributed hash tables (DHTs) [63} 157, (74,
59, 160, 38, [73]] are widely used for decentralized overlay
storage. Early DHTSs require multi-hop routing to locate the
data and thus are not suitable for distributed object storage.
For example, Chord [63] uses hashing to map both the IDs
of storage nodes and the keys of data onto a ring. A node
is responsible for a key if it is the nearest node after the key
on the ring. Each node only has routing information about
a subset of nodes on the ring, and it takes O(logN) time
to locate a key in an N-node Chord network. Later DHT
networks (like OneHop [18]) support direct key locating
by maintaining all routing information on each node in
the system, and have been adopted in some decentralized
object stores including Amazon Dynamo [28], S3 [1], and
OpenStack Swift [L1].

Compared to CRUSH, most DHTs cannot express the
storage hierarchy including OSDs, machines, racks, etc.
DHT-based storage systems have to use additional mech-
anisms to model the hierarchy (e.g., Cassandra [41] and
CubeX [71] respectively adopt virtual nodes and multi-level
cubic ring [70], and hierarchy-aware DHTs[33} 51} 29} 139,
69] adopt hierarchical routing tables), which are inflexible
compared to CRUSH. Further, load assignment in DHTs is
decided by the positions of the nodes and keys on the ring,
and thus adding a new node will only make a portion of
the load of its successor move to it, which inevitably causes
imbalance (although introducing less migration).
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5.3 Storage Systems

Decentralized Object storage systems. In recent years,
decentralized object storage has been widely used in various
scenarios. For example, Twitter uses virtual buckets to store
its photos [2]], LinkedIn designs Ambry [54] which adopts
logical grouping and asynchronous replication to realize
geo-distributed object storage [61]], and Facebook designs
F4 [52] which adopts erasure coding [45] to reduce repli-
cation factors for its warm objects. Key-value (KV) storage
systems [[10} 20} 28} 140l [47] could be viewed as generalized
object stores that provide an interface for reading, writing,
deleting and modifying the values associated with keys.
Unlike general object stores, their values are often relatively
small.

Centralized Object storage systems. Some object stores
adopt a centralized metadata directory to simplify data
placement. Haystack [15] is a centralized object store
for Facebook’s large amounts of small objects like photos,
audio/video pieces, HS files, etc. Haystack places object data
(packed into needles) in large files stored in data servers,
and stores object positions (i.e., on which machines) in
a central directory. Similar to Haystack, Lustre [16]] and
HDEFS [9] leverage a central directory to maintain object
positions which helps keep existing objects unaffected dur-
ing cluster expansions. The central directory based place-
ment methods are inefficient in scalability and robustness.
Further, the multi-phase I/O of metadata and data leads to
poor performance and complicates consistency issues [23}
221 155, 134]] and thus cannot satisfy the requirement of the
emerging OLDI (online data-intensive) applications [25}(68]].
Compared to the centralized placement methods, MAPX
preserves the benefits of decentralized CRUSH placement al-
gorithm while providing flexible control over data migration
in expanding the storage clusters.

Block storage systems. Large-scale block storage sys-
tems [63) 149} 42| |35]] adopt distributed protocols [12, [17]]
to provide block interface to remote clients. For example,
Ursa [44] designs a hybrid block store for optimizing SSD-
based storage [46, 14} 27, 26, [13]. Salus [64] provide
virtual disk service based on HBase [31]. Blizzard [50]
realizes high-performance parallel I/O based on FDS [53].
PARIX [45] [72]] performs speculative partial writes to alle-
viate the inability of erasure coding (EC) [19, 162} [37]] and
efficiently support random small writes.

File systems. Distributed file systems spread the data of a
file across many storage servers [22, 24} [30} 32} 35] 43} 48|
58]|. For instance, GFS [30] is a large-scale fault-tolerant file
system for data-intensive cloud applications. Zebra [32] uses
striping on RAID [21]] and logs for high disk parallelism.
BPFS [24] focuses on persistent memory hardware and uses
epoch barrier to provide an in-memory file system with
ordering guarantees. OptFS [22]] improves the journaling file
system [56] by decoupling durability from ordering.

6 Conclusion

The contention between decentralized and centralized data
placement methods has been long lived in the design
of large-scale object storage systems. The decentralized
CRUSH method achieves high scalability, robustness, and
performance, but suffers from uncontrollable data migra-
tion in cluster expansions. This paper presents MAPX, a
novel extension to CRUSH that embraces the best of both
decentralized and centralized methods. MAPX controls data
migration by introducing an extra time-dimension mapping
from object creation times to cluster expansion times, while
still preserving the randomness and uniformness of CRUSH.
We have applied MAPX to Ceph-RBD and CephFS, re-
spectively by extending the rbd_header and inode metadata
structures. In our future work, we will study how to reduce
the maintenance overhead of object timestamps, so as to
apply MAPX to a broader range of object-based storage
scenarios.
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Abstract

This paper studies how today’s cloud storage services support
collaborative file editing. As a tradeoff for transparency/user-
friendliness, they do not ask collaborators to use version con-
trol systems but instead implement their own heuristics for
handling conflicts, which however often lead to unexpected
and undesired experiences. With measurements and reverse
engineering, we unravel a number of their design and im-
plementation issues as the root causes of poor experiences.
Driven by the findings, we propose to reconsider the col-
laboration support of cloud storage services from a novel
perspective of operations without using any locks. To enable
this idea, we design intelligent approaches to the inference
and transformation of users’ editing operations, as well as
optimizations to the maintenance of files’ historic versions.
We build an open-source system UFC2 (User-Friendly Collab-
orative Cloud) to embody our design, which can avoid most
(98%) conflicts with little (2%) overhead.

1 Introduction

Computer-supported collaboration allows a group of geo-
distributed people (i.e., collaborators) to cooperatively work
online. To enable this, the most common technique is Ver-
sion Control Systems (VCSes) like Git, SVN and Mercurial,
which require the mastery of complex operations and thus are
not suited to non-technical users [58]. In contrast, dedicated
online editors, such as Google Docs and Overleaf, provide
web-based easy-to-use collaboration support, but with limited
functions and “walled-garden” concerns [8, 10, 13,68]. As an
alternative approach, cloud storage services (e.g., Dropbox,
OneDrive, Google Drive, and iCloud) have recently evolved
their functionality from simple file backup to online collabora-
tion. For example, over 300,000 teams have adopted Dropbox
for business collaboration, submitting ~4000 file edits per
second [62]. For ease of use, collaboration is made transparent
by almost every service today through automatic file synchro-
nization. When a user modifies a file in a “sync folder” (a
local directory created by the service), the changed file will
be automatically synchronized with the copy maintained at

*Co-primary authors. Zhenhua Li is the corresponding author.

Pattern 1: Losing updates

Alice is editing a file. Suddenly, her file is overwritten
by a new version from her collaborator, Bob. Sometimes,
Alice can even lose her edits on the older version.

All studied
cloud storage
services

Pattern 2: Conflicts despite coordination

Alice coordinates her edits with Bob through emails to
avoid conflicts by enforcing a sequential order. Every
edit is saved instantly. Even so, conflicts still occur.

All studied
cloud storage
services

Pattern 3: Excessively long sync duration Dropbox,
Alice edits a shared file and confirms that the edit has OneDrive,
been synced to the cloud. However, Bob does not SugarSync,
receive the updates for an excessively long duration. Seafile, Box

Pattern 4: Blocking collaborators by opening files Seafile

Alice simply opens a shared Microsoft Office file with- | (only for
out making any edits. This mysteriously disables Microsoft
Bob’s editing the file. Office files)

Table 1: Common patterns of unexpected and undesired collabora-
tive editing experiences studied in this paper.

the cloud side. Then, the cloud will further distribute the new
version of the file to the other users sharing the file.

Collaboration inevitably introduces conflicts — simultane-
ous edits on two different copies of the same file. However, it
is non-trivial to automatically resolve conflicts, especially if
the competing edits are on the same line of the file. Instead of
requiring users to learn complex diff-and-merge instructions
to solve conflicts in VCSes, all of today’s cloud storage ser-
vices opt for transparency and user-friendliness — they devise
different approaches to preventing conflicts or automatically
resolving conflicts. Unfortunately, these efforts do not work
well in practice, often resulting in unexpected results. Table 1
describes four common patterns of unexpected/undesirable
collaborative experiences caused by cloud storage services.

To “debug” these patterns from the inside out, we study
eight widely-used cloud storage services based on traffic anal-
ysis with trace-driven experiments and reverse engineering.
The studied services include Dropbox, OneDrive, Google
Drive, iCloud Drive, Box [2], SugarSync [20], Seafile [16],
and Nutstore [11]. Also, we collect ten real-world collabora-
tion traces, among which seven come from the users of differ-
ent services and the other three come from the contributors
of well-known projects hosted by Github. Our study results
reveal a number of design issues of collaboration support in
today’s cloud storage services. Specifically, we find:
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Figure 1: Working principle for merging two versions of the same file at the cloud side: (a) inferring the operation sequences S; and S, that
respectively change V to V| and V, using edit graphs; (b) transforming and merging S and S; into S, with the minimal conflict, based on a
conflict graph and topological sorting when necessary; (c) executing S, on V; to generate the merged version V| ».

e Using file-level locks to prevent conflicts is difficult due to
the unpredictability of users’ real-time editing behavior (as
cloud storage services can neither designate nor monitor
the editor) and the latency between clients and the server.

e Existing conflict-resolution solutions are too coarse-
grained and do not consider user intention — they either
keep the latest version based on the server-side timestamp
or distribute all the conflicting versions to the users.

Most surprisingly, we observe that the majority of “con-
flicts” reported by these cloud storage services are not true
conflicts but are artificially created. In those false-positive
conflicts (or false conflicts), the collaborators were editing
different parts of a shared file. This is echoed by the com-
mon practice of mitigating false conflicts in cloud storage
service-based collaborative editing by intentionally dividing
an entire text file into multiple separate files [18,23]. Such
false conflicts can be automatically resolved at the server side
without user intervention.

In this paper, we show that it is feasible to provide effective
collaboration support in cloud storage services by intelligently
merging conflicting file versions using the three-way merge
method [54, 63], where two conflicting versions are merged
based on a common-context version. This is enabled by the in-
ference and transformation of users’ editing operations; mean-
while, no lock is used so as to achieve the transparency and
user-friendliness. As depicted in Figure 1, our basic idea is to
first infer the collaborators’ operation sequences [1(a)], and
then transform these sequences based on their true conflicts
(if any) [1(b)] to generate the final version [1(c)]. Compared
to a file-level or line-level conflict resolution (e.g., adopted by
Dropbox or Git), our solution is more fine-grained: modifica-
tions on different parts of the same file or even the same line
can be automatically merged.

Building a system with the above idea, however, requires
us to address two technical challenges. First, inferring opera-
tion sequences in an efficient way is non-trivial, since it is a
computation-intensive task for cloud storage services'. As il-
lustrated in Figure 1(a), when two versions V| and V, emerge,
we need to first find the latest common-context version V,

'In contrast, it is straightforward and lightweight to acquire a user’s
operation sequences in Google Docs [7], Overleaf [15], and similar services,
where a dedicated editor is used and monitored in real time.

hosted at the cloud, and then infer two operation sequences
S1 and S5 that convert Vy to V; and V,, respectively. The com-
mon approach using dynamic programming [33,44,57] may
take excessive computing time in our scenario, e.g., ~30 sec-
onds for a 500-KB file. To address the issue, we leverage an
edit graph [4,55] to organize Vj and V7, and thus essentially
reduce the inference time, e.g., ~200 ms for a 500-KB file.

The second challenge is how to transform and merge S| and
S, into S, with minimal conflict, i.e., 1) simplifying manual
conflict resolution of text files by sending only one merged
version (V] ) to the collaborators; and 2) retaining the collab-
orators’ editing intentions while minimizing the amount of
conflicts to be manually resolved in Vi 5. As illustrated in Fig-
ure 1(b), it is easy to directly transform and merge S| and S»,
via operation transformation [39], if there is no true conflict.
To address the challenging case (of true conflicts), we utilize
a conflict graph [53] coupled with topological sorting to reor-
ganize all operations, so as to prioritize the transformation of
real conflicting operations and minimize their impact on the
transformation of other operations.

Besides solving the above challenges, we facilitate conflict
resolution by maintaining each shared file’s historic versions
at the cloud with CDC (content-defined chunking [59]) dedu-
plication. For a user-uploaded version, we adopt full-file sync
for small files and delta sync for larger files to achieve the
shortest upload time. For a server-merged version, we design
operation-based CDC (OCDC) which exploits the implicit
operations inferred during conflict resolution to accelerate
CDC - only the boundaries of those chunks affected by the
operations need recalculation.

We build UFC2 (User-Friendly Collaborative Cloud) on top
of Amazon EFS (Elastic File System) and S3 to implement
our design. Our evaluation using real-world traces indicates
that conflicts generated during collaboration are significantly
reduced by 98% on average (the remainder are true conflicts).
Meanwhile, the incurred time overhead by a conflict resolu-
tion is usually between 10 and 80 ms, which is merely 0.6%—
4% (2% on average) of the delivery time for a file update.
In addition, our designed OCDC optimization outpaces the
traditional CDC by ~3 times, thus reducing the data chunk-
ing time from 30—-400 ms to 10—-120 ms for a common file.
Finally, we have made all the source code and measurement
data publicly available at https://UFC2.github.io.
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Trace Timespan #Col-s #Files # Versions Avg. File Size Major File Types
Dropbox-1 11/2/2018-2/6/2019 5 305 3527 86 KB tex (52%), pdf (16%), Matlab src (24%) & fig (4%)
Dropbox-2 4/3/2019-5/14/2019 6 216 2193 67 KB tex (57%), pdf (21%), Matlab fig (9%)
OneDrive 3/15/2019-5/31/2019 5 253 2673 83 KB tex (61%), pdf (15%), Matlab fig (7%)
iCloud Drive 2/1/2019-4/30/2019 6 301 3211 59 KB tex (53%), pdf (22%), Matlab fig (12%)
Box 3/21/2019-5/2/2019 8 273 2930 60 KB tex (66%), pdf (27%)
SugarSync 4/11/2019-5/26/2019 9 325 3472 89 KB tex (49%), pdf (25%), Matlab src (19%) & fig (3%)
Seafile 2/17/2019-4/30/2019 7 251 2823 71 KB tex (55%), pdf (19%), Matlab fig (10%)
Spark-Git 1/15/2018-3/27/2019 58 15181 129957 4 KB Scala (78%), Java (6%), py (5%)
TensorFlow-Git  7/24/2018-3/27/2019 86 16754 246016 9KB py (30%), C header (14%) & src (29%), txt (20%)
Linux-Git 9/9/2018-3/30/2019 87 63865 901167 13 KB C header (31%) & src (42%), txt (16%)

Table 2: Statistics of the ten real-world collaboration traces. “Col-s” means collaborators, “src”” means source code, and “py” means python.

2 Design Challenges

In this section, we employ trace-driven experiments, special
benchmarks, and reverse engineering to deeply understand the
design challenges of collaborative support in today’s cloud
storage services. In particular, we analyze the root causes of
poor experiences listed in Table 1.

2.1 Study Methodology

In order to quantitatively understand how today’s cloud stor-
age services behave under typical collaborative editing work-
loads, we first collected ten real-world collaboration traces as
listed in Table 2. Among them, seven are provided by users
(with informed consent) that collaborate on code/document
writing using different cloud storage services. The other three
are extracted from well-known open-source GitHub projects.
Each trace contains all the file versions uploaded by every
involved user during the collection period.

For the first seven traces, relatively few (i.e., 5-9) collabo-
rators work on a project for a couple of months. Each of their
workloads is unevenly distributed over time: during some pe-
riods collaborators frequently edit the shared files, whereas
during the other periods there are scarcely any edits to the
shared files. By contrast, in the last three traces, a large num-
ber of collaborators constantly submit their edits for quite a
few months, and thus generate many more file versions. In
addition, the collaborators involved in all the ten traces are
located across multiple continents.

Using these traces, we conducted a comparative measure-
ment study of eight mainstream cloud storage services: Drop-
box, OneDrive, Google Drive, iCloud Drive, Box, SugarSync,
Seafile, and Nutstore. For each service, we ran its latest PC
client (as of Jul. 2019) on Windows-10 VMs rented from Ama-
zon EC2; these VMs have the same hardware configuration
(a dual-core CPU@2.5 GHz, 8 GB memory, and 32 GB SSD
storage) and network connection (whose downlink/uplink
bandwidth is restricted to 100 / 20 Mbps by WonderShaper to
resemble a typical residential network connection [1, 19]).

We deployed puppet collaborators on geographically dis-
tributed VMs across five major regions to replay a trace, with
one client software and one puppet collaborator running on

one VM. Specifically, we rented AWS VMs in South America,
North America, Europe, the Middle-East, and the Asia-Pacific
(including East Asia and Australia). We instructed the puppet
collaborators to upload different file versions (as recorded
in the trace) to the cloud. To safely reduce the duration of
the replay, we skipped the “idle” timespan in the trace dur-
ing which no file is edited by any collaborator. In addition,
we strategically generated some “corner cases” that seldom
appear in users’ normal editing, so as to make a deeper and
more comprehensive analysis. For example, we edited fix-
sized small (KB-level) files to measure cloud storage services’
sync delay, so as to avoid the impact of file size variation;
we edited a random byte on a compressed file to figure out
their adoption of delta sync mechanisms; and we performed
specially controlled edits to investigate their usage of locks,
as well as their delivery time of lock status.

We captured all the IP-level sync traffic in the trace-driven
and benchmark experiments via Wireshark [25]. From the
traffic, we observe that almost all the communications during
the collaboration are carried out with HTTPS sessions (using
TLS v1.1 or v1.2). By analyzing the traffic size and occur-
rence time of respective HTTPS sessions, we can understand
the basic design of these eight mainstream cloud storage ser-
vices, e.g., using full-file sync or delta sync mechanisms to
deliver a file update.

To reverse engineer the implementation details, we at-
tempted to reverse HTTPS by leveraging man-in-the-middle
attacks with Charles [3], and succeeded with OneDrive, Box,
and Seafile. For the three services, we are able to get the
detailed information of each synced file (including its ID, cre-
ation time, edit time, and to our great surprise the concrete
content), as well as the delivered lock status and file update.
Furthermore, since Seafile is open source, we also read the
source code to understand the system design and implementa-
tion, e.g., its adoption of FIFO message queues and the CDC
delta sync algorithm.

For the remaining five cloud storage services, we are unable
to reverse their HTTPS sessions, as their clients do not accept
the root CA certificates forged by Charles. For these services,
we search the technical documentation (including design doc-
uments and engineering blogs) to learn about their designs,
such as locks and message queues [5,9,12,14,21,22,31].
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Cloud Storage Service

Lock Mechanism

Conflict Resolution

\ Message Queue \ File Update Method

Dropbox No lock Keep all the conflicting versions LIFO rsync
OneDrive No lock Keep all the conflicting versions Queue Full-file sync
Google Drive No lock Keep only the latest version - Full-file sync
iCloud Drive No lock Ask users to choose among multiple versions - rsync
Box Manual locking Keep all the conflicting versions Queue Full-file sync
SugarSync No lock Keep all the conflicting versions Queue rsync
Seafile Automatic/manual® Keep all the conflicting versions FIFO CDC
Nutstore Automatic locking Keep all the conflicting versions - Full-file & rsync

[T

Table 3: A brief summary of the collaboration support of the eight mainstream cloud storage services in our study. “x”: Seafile only supports

[TIRIN

automatic locking for Microsoft Office files. “-””: we do not observe obvious queuing behavior.

2.2 Results and Findings

Our study quantifies the occurrence of conflicts in different
cloud storage services, and uncovers their key design princi-
ples as summarized in Table 3.

Occurrence probability of conflicts. When the ten traces
are replayed with each cloud storage service, we find con-
siderable difference (ranging from O to 4.8%) in the ratio of
conflicting file versions (generated during a replay) over all
versions, as shown in Table 4. Most notably, Google Drive
appears to have never generated conflicts, because once it
detects conflicting versions of a file (at the cloud) it only
keeps the latest version based on their server-side timestamps.
In contrast, the most conflicting versions are generated with
iCloud Drive, because its sync delay (i.e., the delivery time of
a file update) is generally longer than that of the other cloud
storage services (as later indicated in Figure 3 and Table 5).
In comparison, for each trace Nutstore generates the fewest
conflicting versions (with Google Drive not considered), as
its automatic locking during collaboration can avoid a portion
(7.6%—19.1%) of conflicts.

Locks. We observe that the majority of the studied cloud
storage services (Dropbox, OneDrive, Google Drive, iCloud
Drive, and SugarSync) never use any form of locks for files
being edited. As a consequence, collaboration using these
products can easily lead to conflicts. Box, Seafile, and Nut-
store use coarse-grained file-level locks; unfortunately, we
find that their use of locks is either too early or too late?,
leading to undesired experiences. This is because cloud stor-
age services are unable to acquire users’ real-time editing
behaviors and thus cannot accurately determine when to re-
quest/release locks. Specifically, locking too early leads to
Pattern 4 in Table 1, locking too late (locking after editing)
leads to Pattern 1, and unlocking too early leads to Pattern 2.

Box only supports manual locks on shared files. When
Alice attempts to lock a shared file f and Bob has not opened
it, f is successfully locked by Alice and then Bob cannot edit
it (until it is manually unlocked by Alice). However, if Bob

’Ideally, a file should be locked right before the user starts editing, and
unlocked right after the user finishes the editing.

has already opened f when Alice attempts to lock it, he can
still edit it but cannot save it, because when Bob attempts
to save his edit the file editor (e.g., MS Word) will re-check
the permission of f. In essence, Box implements locks by
creating a process on Bob’s PC, which attempts to “lock” a
file by changing the file’s permission as read-only. In this
case, if Bob is using an exclusive editor (not allowing other
applications to write the file it opened), Alice’s edits cannot
be synced to Bob, thus leading to Pattern 3; otherwise, Bob’s
edits will be overwritten by Alice’s, leading to Pattern 1.

Seafile automatically locks a shared file f when f is opened
by an MS Office application, and f will not be unlocked
until it is closed. This locking mechanism is coarse-grained
and may lead to Pattern 4. For non-MS Office files, Seafile
supports manual locks in the same way as Box, and thus they
have the same issue in collaboration.

Nutstore attempts to lock a shared file f automatically,
when Alice saves her edit. At this time, if Bob has not opened
f, f is successfully locked by Alice and Bob cannot edit it;
after Alice’s saved edit is propagated to Bob, f is automati-
cally unlocked. However, if Bob opened the shared file before
Alice saves the file, Nutstore has the same problems as Box
and Seafile (Patterns 1 and 3 in Table 1).

Finally, we are concerned with the delivery time of a
lock status (i.e., whether a file is locked). According to our
measurements, the lock status is delivered in real time with
~100% success rates. As in Figure 2, the delivery time ranges
from 0.7 to 1.6 seconds, averaging at 1.0 second. This indi-
cates that today’s cloud storage services implement dedicated
infrastructure (e.g., queues) for managing locks.

In summary, implementing desirable locks in cloud storage
services is not only complex and difficult but also somewhat
expensive. Therefore, we feel it wiser to give up using locks.

Conflict resolution. We find three different strategies for
resolving the conflicts. First, Google Drive only keeps the
latest version (defined by the timestamp each version arrives
at the cloud). All the older versions are discarded and can
hardly be recovered by the users (Google Drive does not
reserve a version history for any file). Note that this notion
of “latest” may not reflect the absolute latest (which depends
on the client-side time), e.g., when the real latest version
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Figure 2: CDF of the delivery time of a lock
status. Note that among all the studied ser-
vices, only three of them use locks.

Trace[ DB [ OD [ GD [ ID [ Box [ SS [ SF [ NS
DB1 | 44%| 44%| O 45% | 43% | 43% | 4.3% | 3.6%
DB2 | 47%| 47%| O 48% | 4.6% | 4.7% | 4.6% | 3.8%
OD | 41%| 41%| O 42% | 4.0% | 4.0% | 4.1% | 3.5%
ID 4.1%| 40%| O 41% | 41% | 41% | 4.1% | 3.4%
Box | 43%| 43%| O 44% | 42% | 43% | 4.3% | 3.7%
SS 42% | 41% | O 42% | 42% | 41% | 42% | 3.71%
SF 45% | 45%| O 4.6% | 4.5% | 45% | 4.5% | 3.8%
SG 13%| 13%| O 13% | 13%| 13%| 13%| 1.2%
TG 3.5%| 3.5%| O 35% | 3.5%| 3.5%| 3.5%| 3.2%
LG | 40%| 40%| O 4.0% | 4.0% | 4.0% | 4.0% | 4.0%

Table 4: Ratio of conflicting file versions (over all versions) when the
ten traces are replayed with each of the studied cloud storage services.
DB=Dropbox, OD=O0neDrive, GD=Google Drive, ID=iCloud
Drive, SS=SugarSync, SF=Seafile, NS=Nutstore, SG=Spark-Git,
TG=TensorFlow-Git, and LG=Linux-Git.

arrives earlier due to network latency. Second, iCloud Drive
asks the user to choose one version from all the conflicting
versions. The user has to compare them by hand, and then
make a decision (which is often not ideal). Third, a more
common solution is to keep all the conflicting versions in the
shared folder, and disseminate them to all the collaborators.
This solution is more conservative (which does not cause
data loss), but leaves all burdens to users. Moreover, given
the distributed nature, merging efforts from the collaborators
could cause further conflicts if not coordinated well.

Given the difficulties in resolving conflicts, we advocate
that cloud storage services should make more effort to proac-
tively avoid, or at least significantly reduce, the conflicts.

Delivery latency and message queue. Delivery latency of a
file (update) prevalently exists in cloud storage at both infras-
tructure (e.g., S3 and Azure Blob) and service (e.g., Dropbox)
levels [34,35,43,64,67,74]. It stems from multiple factors
such as network jitter, system I/O, and load balancing in the
datacenter [43,50]. We measure the delivery time of a file up-
date regarding the eight cloud storage services. As in Figure 3
and Table 5, some services always have reasonable delivery
time. On the other hand, in a few services, the maximum

Figure 3: CDF of the delivery time of a file
update, where the file is several KBs in size.

Figure 4: A simple edit graph for reconciling
Vo (the horizontal word “properly”) and V;
(the vertical word “purple”).

Cloud Service Min Median Mean P99  Max
Dropbox 1.6 2.0 1412 312 17751
OneDrive 1.6 4.0 334 106 4415

Google Drive  10.9 11.7 11.7 12.9 18.1
iCloud Drive 8.1 11.8 11.9 11.9 16.9
Box 44 5.1 41.8 115 6975
SugarSync 2.0 6.8 51.3 124 7094
Seafile 2.7 4.0 53.8 99 9646
Nutstore 4.2 5.0 5.0 5.0 5.6

Table 5: Statistics (in unit of second) of the delivery time of a file
update, where the file is several KBs in size.

delivery time reaches several hours for a KB-level file, and
the 99-percentile (P99) delivery time can reach hundreds of
seconds. The unpredictability and long tail latency can some-
times break the time order among file updates, which is the
main root cause of Patterns 2 and 3.

Additionally, we find that the implementation of message
queues in some cloud storage services aggravates the delivery
latency. Specifically, different services have very different
message queue implementations, leading to different queue-
ing behaviors. For a FIFO queue (used by Seafile), when the
server is overloaded, many requests for file/fetch updates are
processed by the server but not accepted by the client due
to client-side timeout, thus wasting the server’s processing
resources. This problem can be mitigated by using LIFO
queues (used by Dropbox). However, for a LIFO queue, the
requests from “unlucky” users (who encounter the server’s
being overloaded after issuing fetch update requests) wait for
a long duration. We suspect that the services with excessively
long delivery time are using big shared queues with no QoS
consideration, and may benefit from using a dedicated queue
like QJUMP [41].

File update methods. Collaboration results in frequent,
short edits to files. Delta sync is known to be efficient in updat-
ing short edits, compared with full-file sync where the whole
file has to be transferred [49]. To understand the file update
method, we let Alice modify a Z-byte highly compressed file,
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where Z € {1,1K,10K, 100K, 1M}, and observed the traffic
usage in delivering the file update. By comparing the traffic
usages in uploading and downloading an update, we find that
OneDrive, Google Drive, and Box adopt full-file sync, and
the others adopt delta sync (rsync [72] or CDC [59]). Espe-
cially, we confirm Seafile’s adoption of CDC from its source
code [17]. In terms of Nutstore, it adopts a hybrid file update
method: full-file sync for small (<64 KB) files and delta sync
for the other files, so as to achieve the highest update speed,
because small and large files are more suitable for full-file and
delta sync, respectively (full-file sync requires fewer rounds
of client-server message exchanges).

2.3 Implications

Our study results show that today’s cloud storage services
either do not use any locks or use coarse-grained file-level
locks to prevent conflicts. The former would inevitably lead
to conflicts. The latter, however, is hard to prevent conflicts
in practice for two reasons: 1) it is hard to accurately pre-
dict user’s editing behaviors in real time and therefore to
determine the timing of applying the lock, and 2) the latency
between the client and the server can vary significantly, so
file-level conflicts are generally inevitable. Furthermore, the
study shows that full-file and delta sync methods can be com-
bined to accelerate the delivery of a file update. To address
the revealed issues, we explore the possibility of developing
lock-free conflict resolution by inferring fine-grained user in-
tentions. We also explore a hybrid design of full-file and delta
sync methods for efficient file update and synchronization.

3 Our Solution

This section aims to address the challenges uncovered in §2.
Our key idea is to model file editing events as insert or
delete operations (§3.2). Based on the operation model, we
infer the collaborators’ operation sequences (§3.3), and then
transform these sequences (§3.4) based on their conflicts to
generate the final version. We explain the above procedure
with a simple case of two file versions, and demonstrate its
applicability to the complex case of multiple versions (§3.5).
We also design optimizations to the maintenance of shared
files’ historic versions (§3.6),

3.1 True and False Conflicts

We examine the conflicting file versions as listed in Table 4
in great detail. We find that ~1/3 of them come from non-text
(e.g., PDF or EXE) files, which, as mentioned in §1, are typ-
ically generated based on text files and thus can be simply
deleted or regenerated from text files for pretty easy conflict
resolution. The remainder relate to text files, the vast majority
of which, to our surprise, only contain “false positive” con-

flicts as the collaborators in fact operated on different parts of
a shared file.

Take the Dropbox-1 collaboration trace as an example.
When it is replayed with Dropbox or OneDrive, among the
3,527 file versions hosted at the cloud side, 154 text files
are considered (by Dropbox and OneDrive) to be conflicting
versions and then distributed to all the collaborators. Actually,
152 out of the 154 apparently conflicting versions can be
correctly merged at the cloud side. The remaining two cannot
be correctly merged as two collaborators happen to edit the
same part of the shared file in parallel, thus generating 9 frue
conflicts. In other words, the vast majority of the (coarse-
grained) file-level conflicts are false (positive) conflicts when
seen at the (fine-grained) operation level.

3.2 Explicit and Implicit Operations

We model operation as the basic unit in collaborative file
editing. A shared file can be regarded as a sequence of char-
acters, and an explicit operation is a user action that has truly
occurred to the shared file, modifying some of its characters.
In detail, an explicit operation O consists of seven properties:

e There are two possible operation types: insert and
delete; O.type represents the operation type of O.

e The rargeted string is the string that will be inserted or
deleted by O, which is denoted by O.str.

e The length of O is the (character) length of O.str, which is
denoted by O.len.

e The position of O is where O.str will be inserted to or
deleted from in the shared file, which is denoted by O.pos.

e O must be performed on a context (file version), which is
called the base context of O, or denoted as O.bc.

e O is performed on O.bc to generate a new context, which
is called the result context of O, or denoted as O.rc.

o The range of characters impacted by O in O.bc is the impact
region of O, denoted as O.ir. It is calculated as:
[0.pos,0.pos+1) if O.type = insert;

O.ir =
[0.pos,0.pos+ O.len) if O.type = delete.

This formula tells that when a string is inserted to O.bc, the
insert operation only affects the position (in O.bc) where the
string is inserted; but when a string is deleted from O.bc,
the positions where all the characters of the string formerly
appear at O.bc are affected.

Automatically acquiring a user’s explicit operations is triv-
ial and lightweight when the editor can be monitored, e.g., in
Google Docs [7] and Overleaf [15]. In these systems, users
are required to use a designated online file editor, by moni-
toring which all the collaborators’ explicit operations can be
directly captured in real time.

In contrast, our studied cloud storage services are supposed
to work independently with any editors and support any types
of text files, thus bringing great convenience to their users
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(especially non-technical users). Therefore, we do not attempt
to monitor any editors or impose any restrictions on the file
types, and thus cloud storage services cannot capture users’
explicit operations. Instead, we choose to analyze users’ im-
plicit operations based on the numerous file versions hosted
at the cloud side. For a shared file f, implicit operations repre-
sent the cloud-perceived content changes to f (i.e., the even-
tual result of a user’s editing actions), rather than the user’s
editing actions that have actually happened to f. Obviously,
implicit operations, as well as their various properties, have to
be indirectly inferred from the different versions of f. Since
we focus on implicit operations in this work, we simply use
“operations” to denote “implicit operations” hereafter.

3.3 Operation Inference (OI)

When no conflict happens, inferring the operations from two
consecutive versions of a file is intuitive, so in this part we
only consider the OI when two conflicting versions emerge at
the cloud. Note that when there are more than two conflicting
versions, our described algorithms below still apply.

When two conflicting versions of a file, V| and V; (of n;
and ny bytes in length) are uploaded to the cloud by two
collaborators, the cloud first pinpoints their latest common-
context version Vj (of ng bytes in length) hosted in the cloud.
Generally, the cloud knows which version is consistent with
a collaborator’s local copy during her last connection to the
cloud. When the collaborator uploads a new version, this
“consistent” version is regarded as the base context (version)
of the new version, so that all versions of a shared file consti-
tute a version tree, in which the parent of a version is its base
context. Therefore, to pinpoint Vj is to find the latest common
ancestor of V| and V; in the version tree.

After pinpointing Vp, the cloud starts to infer the operation
sequences (S; and S3) that change Vj to V| and V», respec-
tively. To infer S, the common approach is to first find the
longest common subsequence (LCS) between V) and V; us-
ing dynamic programming [33,44,57]. Then, by comparing
the characters in Vj and the LCS one by one, a sequence of
delete operations can be acquired, which changes Vj to the
LCS; in a similar manner, a sequence of insert operations
that changes the LCS to V| can be acquired. After that, the ac-
quired delete and insert operations are combined to consti-
tute Sy (S, is constituted in a similar manner). Unfortunately,
this common approach requires O(ng *n;) computation com-
plexity, which may require considerable time for a large file,
e.g., ~30 seconds for a 500-KB file.

To address this problem, we leverage an edit graph [4,55]
to organize Vj and V;. Figure 4 exemplifies how to calculate
the LCS between two words “properly” (Vy, on the horizontal
axis) and “purple” (Vi, on the vertical axis) using an edit
graph, where a diagonal edge has weight 0 and a horizontal
or vertical edge has weight 1. Accordingly, finding the LCS
between Vp and V) is converted to finding a minimum-cost

path that goes from the start point (i.e., (0,0) in Figure 4) to
the end point (i.e., (8,6) in Figure 4). With an edit graph, the
problem can be solved with O((ng + n;) * d) complexity [55],
where d = ny+n — 21 is the number of horizontal and vertical
edges (i.e., the length of difference between Vp and V;) and /
is the number of diagonal edges (i.e., the length of the LCS).
Note that d is usually much smaller than g and n; in practice:
in our collected traces, the median and mean values of noin]

are merely 0.12% and 2.19%. Thus, the cloud can infer S;
and S, efficiently using the edit graph, e.g., for a 500-KB file
the inference time is typically optimized from ~30 seconds
to ~200 ms, resulting in a 150 reduction.

3.4 Operational Transformation (OT)

After the operation sequences S; and S, are inferred, which
contain s; and s, operations respectively (all operations in
a sequence are sorted by their position and have the same
base context Vjy), the cloud first detects whether there exist
true conflicts, and then constructs a conflict graph [53] (as
shown in Figure 5) if there are any. A conflict graph is a
directed acyclic graph that has s; + s vertices representing
the aforementioned s1 + s, operations. After that, operation
transformation (OT) [39] is adopted to transform and merge
S1 and S5 into a result sequence S, which can be executed on
Vo to generate the merged file version Vi .

Detecting true conflicts. In order to detect true conflicts
between S and S5, the cloud first merges S; and S, into
a temporary sequence Sy, sorted by the operations’ posi-
tion, and initializes the conflict graph G with s; + s, vertices
and 0 edges. Then, for each operation in Sy, the cloud
checks whether the operations behind it conflict with it — this
is achieved by checking whether the impact regions of two
operations overlap each other. If two operations Sy, [i] and
StempJj] are real conflicting operations, an edge ¢; ; connect-
ing v; to v; (denoted by solid arrows in Figures 5a and 5b)
is added to G to represent a true conflict. If there are no true
conflicts between any two operations, G is useless and sim-
ply discarded. The detection, in the worst case (where each
operation in S7 conflicts with each operation in S,), bears
O((s1+ 52)?) complexity. However, in common cases there
exist only a few conflicts, and thus the detection can be quickly
carried out with O(s| + s2) complexity.

Basics of OT. As the de facto technique for conflict res-
olution in distributed collaboration, OT [39] has been well
studied [40,61] and used (e.g., Google Docs [7], Overleaf [15],
Wave [24], and Etherpad [6]). It resolves conflicts by trans-
forming parallel operations on a shared file to equivalent
sequential operations (if possible). A very simple example of
OT is shown in Figure 6. More details and examples of OT
can be found at https://UFC2.github.io

OT when there are no true conflicts. According to our
detection results on the ten collaboration traces (cf. Table 2),
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Figure 5: Reordering conflicting operations with a conflict graph.
(a) In the two operation sequences S; and S, a dashed line denotes a
sequence, while a solid arrow represents a true conflict. (b) S} and S
are reorganized into a conflict graph, where conflicting operations are
linked with directed edges. (c) In the result sequence S,, operations
are sorted by their topological order in the conflict graph.
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Figure 6: An example of OT that merges V| and V,, in which O, is
transformed to 0’2 to resolve the conflict between O and O;.

when a file-level conflict occurs there are no true conflicts
with a very high (>95%) probability, which is consistent
with the results of our manual examination in §3.1. When
there are no true conflicts detected, the cloud directly applies
OT on §; and S to generate S, and V) ». Traditionally, the
computation complexity of OT is deemed as O((s| +s2)?). In
our case, since there are no true conflicts and Sy, are already
sorted by the operations’ position, we choose to transform the
operations in Sy, in their descending order of position, thus
achieving a much lower complexity of O(s| +s7). After the
transformation, we get S, and execute S, on V to generate
the merged version.

OT in the presence of true conflicts. If there are true con-
flicts detected, it is impossible to directly and correctly resolve
the conflicts as in the above case. Consequently, we choose to
prioritize the mitigation of user intervention while preserving
potentially useful information, so as to facilitate users’ man-
ual conflict resolution. Specifically, two principles should be
followed: 1) the cloud should send only one merged version
V12 to the collaborators for easy manual conflict resolution;
and 2) users’ editing intentions should be retained as much
as possible, while the number of conflicts that have to be
manually resolved in V; > had better be minimized.

To realize the two principles, our first step is to utilize
topological sorting [46] to reorganize and help transform S

and S, (via their conflict graph G) following two rules. First,
real conflicting operations should be transformed and put
into S, in the ascending order of their position, so that their
conflicts can be resolved at one time and thus do not negatively
impact the transformation of other operations. Second, non-
conflicting operations should be put into S, in the descending
order of their position, so that they can be quickly transformed
like in the case of no true conflicts.

After S1 and S, are topologically sorted and put into S,
(see Figure 5c), we apply our customized OT scheme to em-
body the aforementioned two principles for resolving true
conflicts. First of all, we classify true conflicts into differ-
ent categories that are suited to different processing strate-
gies. Given two conflicting operations O; and O, working
on the same base context (Vj), there seem to be four differ-
ent categories of conflicts in the form of “Oy.type/O;.type”:
1) delete/delete, 2) delete/insert, 3) insert/delete,
and 4) insert/insert. Here “/” means O1.pos < O;.pos.
However, by carefully examining the impact regions of O
and O, (Oy.ir and O;.ir) in each category, we find that
insert/delete conflicts are never true conflicts, because
an insert operation only affects the targeted string at the po-
sition it appears, and never affects a to-be-deleted string that
starts behind this position. Thus, we only need to deal with
the other three categories as follows.

e For a delete/delete conflict, all the characters deleted
by the users (say, Alice and Bob) are O;.str U O,.str. To
retain both users’ editing intentions as much as possible,
we choose to delete only the characters both users want
to delete (i.e., O;.str M O;.str), while preserving the other
characters with related information. For example, let Vy =
“We need foods, water, clothes, and books.”; O made by
Alice is to delete “foods, water, ” at position 8, whereas
0, made by Bob is to delete “water, clothes, ” at posi-
tion 15. In this case, O; is transformed to insert “[Al-
ice delete:foods, ]” at position 8, and O; is transformed
to insert “[Bob delete:clothes, ]” at position 30 (= 8+
the length of “[Alice delete:foods, |”). After the two trans-
formed operations are executed on Vj, the merged version
Vi, is “We need [Alice delete:foods, ][Bob delete:clothes,
Jand books.” This is not a perfect result, but is pretty easy
to be manually resolved by Alice and Bob.

e For adelete/insert conflict, we notice that the charac-
ters deleted by Alice might be the literal context of the
characters inserted by Bob. Thus, the deleted characters
should be preserved to facilitate (mostly Bob’s) manual
conflict resolution. For example, let Vj = “There is a cat
in the courtyard.”; O is to delete ““ in the courtyard” at
position 14, changing Vj to V| (“There is a cat.”), whereas
0, is to insert “spacious ” at position 22, changing Vj to
V, (“There is a cat in the spacious courtyard.”). Without
appropriate transformation, the merged version is “There
is a catspacious .”, which is obviously confusing. In this
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Trace # File Versions  # Conflicting Versions # MV Conflicts # Conflicts # True Conflicts Reduction of Conflicts
Dropbox-1 3527 154 8 501 9 98.2%
Dropbox-2 2193 104 12 257 5 98.1%

OneDrive 2673 109 10 284 7 97.5%
iCloud Drive 3211 133 9 402 8 98.0%
Box 2930 125 5 374 8 97.9%
SugarSync 3472 147 13 523 11 97.9%
Seafile 2823 126 11 411 9 97.8%
Spark-Github 129957 1728 133 6724 167 97.5%
TensorFlow-Github 246016 8621 845 66231 1097 98.3%
Linux-Github 901167 36048 3210 216584 2882 98.7%

Table 6: Measurement statistics when the ten collaboration traces are replayed with UFC2. “MV Conflicts” denote the conflicts of multiple
versions, i.e., > 3 conflicting versions are generated from the same base version.

case, O is split into two operations: one is to insert
“[Alice delete: in the ] at position 14, and the other is to
insert “[Alice delete: courtyard]” at position 37 (= 14+
the length of “[Alice delete: in the ]”); and O, is trans-
formed to insert “[Bob insert: spacious ]” at position 37.
Afterwards, V1 > is “There is a cat[Alice delete: in the [[Bob
insert: spacious ][Alice delete: courtyard].”, which is also
imperfect but easy to be manually resolved.

e For an insert/insert conflict, except when O;.str =
0,.str (which rarely happens), we choose to preserve both
O .str and O,.str by inserting O.str after Oy .str, mean-
while adding the related information. For example, let Vy =
“We need foods and books.” O; is to insert “, water,” at
position 13, whereas O, is to insert “, clothes,” at the
same position. In this case, V;  is “We need foods, [Alice
insert:water|[Bob insert:clothes], and books.”

3.5 Merging Conflicts of Multiple Versions

Our above-designed scheme, despite being described with
a simple case of two versions, is also applicable to solving
conflicts between multiple versions. Multi-version conflicts
do not often happen in practice, e.g., we can calculate from
Table 6 that they only account for 9% of the total conflicts.

In this complex case, suppose multiple collaborators (say
n > 3) simultaneously edit the same base version V) and then
generate n conflicting versions Vi, V,, V3, ..., V,,. To resolve
such conflicts, we first figure out the operation sequences (i.e.,
S1, 82, 83, ..., Sp) for each version using edit graphs, which
represent the changes in each version relative to their common
base version Vj. Afterwards, with our devised operation trans-
formation method, all the operation sequences are merged
one by one, so as to generate the result operation sequence
Sri25. .- Specifically, Sy and S5 are first merged to generate
S,ljzy, and then S3 are merged with S, , to generate S, , ;. This
procedure is repeated until all the operation sequences are
merged, resulting in Sy, ,, . Finally, similar to the simple
case of two versions , Sy, ,, , is executed on V) to generate
the final version V123 .. ,.

Delete
o
(a) Chunks in Vo and T T T
two operations I ® @ ® 1 @! |
T t
(b) Mark the affected I I [ |
chunks in V12 @ 0] '® ®
: A : AN : J
Mark Mark Mark
(c) Recalculate boundariesl I [ [ [ |
for the marked chunks (©) {@ © @ ®

New boundary
Figure 7: Boundary recalculation in OCDC. Chunk (2) is split into
® and (© as its size exceeds the size limitation of a single chunk
after the characters are added. Chunks 3) and @) are re-partitioned
as (@ and (© as the total sizes of their remaining parts exceed the
size limitation of a single chunk (otherwise, they will be combined).

New boundary

3.6 Maintenance of Historic Versions

The merged version V) > of a shared file, as well as the pre-
vious versions, should be kept in the cloud so that 1) users
can retrieve any previous versions as they wish, and 2) the
cloud can pinpoint V{y from historic versions in future conflict
resolutions. To save the storage space for hosting historic ver-
sions, we break each version into variable-sized data chunks
using CDC [59] for effective chunk-level deduplication.

For a user-uploaded file version, guided by the findings in
§2.2, we adopt full-file sync for small (<64 KB) files and
CDC delta sync for larger files to achieve the (expected) short-
est upload time. Here we adopt CDC delta sync rather than
the more fine-grained rsync to make our delta sync strategy
compatible with the aforementioned CDC-based version data
organization. In other words, we allow a little extra network
traffic to save expensive computation cost.

For a server-merged version Vi 2, we exploit the implicit op-
erations inferred during the aforementioned conflict resolution
to accelerate CDC, which is referred to as operation-based
CDC (OCDC). Specifically, for each operation in the result
sequence S,, we examine whether its impact region overlaps
the boundaries of any chunks of V (see Figure 7 (a)); if yes,
we mark the boundary (or boundaries) as “changed” (see Fig-
ure 7 (b)). After examining all operations in S,, we use the
unchanged boundaries to split V; » into multiple parts, and
recalculate the block boundaries of those parts that contain
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Figure 10: Total time overhead of a con-
flict resolution vs. the delivery time of a file
update (using the hybrid full-file/delta sync
method).

“changed” boundaries (see Figure 7 (c)). OCDC is especially
effective when there is only small difference between V/V,
and Vy (which is the usual case in practice).

4 Implementation and Evaluation

To implement our design, we build a prototype system UFC2
(User-Friendly Collaborative Cloud) on top of Amazon Web
Services (AWS) with 5,000 lines of Python code, and evaluate
UFC2 using real-world workloads in multiple aspects.

4.1 Implementation

At the infrastructure level of UFC2, we host the (hierarchical)
metadata of historic versions in Amazon EFS for efficient file
system access, and the (flat) data chunks in Amazon S3 for
economic content storage — note that the unit storage price
of EFS (~$0.3/GB/month) is around 10x higher than that of
S3 [38]. Besides, the web service of UFC2 runs on a standard
VM (with a dual-core CPU @2.5 GHz, 8-GB memory, and 32-
GB SSD storage) rented from Amazon EC2. Moreover, the
employed EFS storage, S3 storage, and EC2 VM are located
at the same data center in Northern Virginia, so there is no
bottleneck among them. At the client side, we deploy puppet
collaborators on geo-distributed VMs rented from Amazon
EC2 to replay our collected ten real-world collaboration traces
(cf. Table 2). Details of these VMs and the replay processes
are the same as those described in §2.1.

4.2 Experiment Results

Ratio of conflicts resolved. Our first metric to evaluate the
collaboration support of cloud storage services is the num-
ber of conflicts. We replay the ten traces with UFC2, and
observe that the file versions generated by UFC2 (at the cloud
side) are slightly different from those generated by Drop-
box/OneDrive/iCloud Drive/Box/SugarSync/Seafile (cf. §2.2)
due to the variation (esp., in latency) of network environments;
also, the resulting conflicts are slightly different. Notably, all
the false conflicts are automatically resolved by UFC2. The

remaining conflicts are all true conflicts that should be manu-
ally resolved by the collaborators, assisted with the helpful
information automatically added by UFC2. As listed in Ta-
ble 6, the ratio of conflicts is reduced by 97.5%-98.7% for
different traces, i.e., an average reduction by 98%.

Time overhead of conflict resolution. Conflict resolution
in UFC2 consists of two steps: operation inference (OI, §3.3)
and operation transformation (OT, §3.4). Thus, we first exam-
ine the time overhead incurred by the two steps separately, and
then analyze the total time of conflict resolution (compared
to the delivery time of a file update).

First, we record the time of OI in every conflict resolu-
tion when replaying the ten traces with UFC2. The results
are plotted as a scatter diagram shown in Figure 8, together
with a linear fitting. The correlation coefficient (R) between
the measurements and the linear fitting results is as large as
0.9236, indicating that the time of Ol is generally proportional
to the file size. This is because by leveraging an edit graph,
we reduce the computation complexity of OI from O(ng *ny)
to O((ng +ny) xd) (refer to §3.3 for the details).

Second, we record the time of OT in every conflict resolu-
tion, and find it is very small (<1 ms) compared to the time
of OI. As shown in Figure 9, the time of OT is highly pro-
portional to the number of operations; in addition, the perfor-
mance is quite similar with or without true conflicts. Accord-
ing to §3.4, the complexity of our devised OT is O(s; +s52),
which explains the experiment results.

Further, we calculate the total time of a conflict resolution,
and record the delivery time of the corresponding file update
(using the hybrid full-file/delta sync method). As shown in
Figure 10, the total time of a conflict resolution is 10-80
ms, while the delivery time of a file update is 1.5-3 seconds.
The former is merely 0.6%—4% (on average 2%) of the latter,
showing that our conflict resolution brings negligible perfor-
mance overhead to the collaboration in cloud storage.

Time overhead of OCDC vs. traditional CDC. We record
the time spent in breaking a merged file version into data
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mon file, using OCDC vs. traditional CDC.
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Figure 14: Sync traffic of UFC2 and repre-
sentative cloud storage services for a file up-
date when there exist file-level conflicts.
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Figure 12: Sync traffic of UFC2 and repre-
sentative cloud storage services for a file up-
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Figure 15: Sync time of UFC2 and represen-
tative cloud storage services for a file update
when there exist file-level conflicts.
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tative cloud storage services for a file update
when there are no file-level conflicts.
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Figure 16: Normalized storage overhead of
historic file versions for the ten real-world
collaboration traces.

chunks with OCDC when replaying the ten traces with UFC2.
For comparison, we also break the same merged file version
into data chunks with traditional CDC.

As shown in Figure 11, for both OCDC and traditional
CDC, the data chunking time is highly proportional to the
file size. This is quite intuitive because a larger file is usually
broken into more chunks. Additionally, we notice that OCDC
outperforms traditional CDC by ~3 times, reducing the data
chunking time from 30-400 ms to 10-120 ms.

Network overhead. We compare the sync traffic of UFC2
with those of Dropbox, Google Drive, iCloud Drive, and Nut-
store, for a file update. We only select the four cloud storage
services since Dropbox, Google Drive, and iCloud Drive each
represent a typical strategy for conflict resolution adopted by
existing cloud storage services (i.e., keep all conflicting ver-
sions, only keep the latest version, and force users to choose
one version, cf. §2.2) while Nutstore is the only service that
combines full-file sync and delta sync to enhance the file
update speed.

As shown in Figure 12, when there are no file-level con-
flicts, the sync traffic of Google Drive is close to the file size,
as Google Drive adopts full-file sync. In contrast, Dropbox
and iCloud Drive always consume nearly 10 KB and 30 KB
of sync traffic respectively due to their adoption of delta sync;

we infer that the sync granularity of Dropbox is finer than
that of iCloud Drive. In contrast, Nutstore and UFC2 resem-
ble Google Drive for small (<64 KB) files and Dropbox for
larger files, as they both adopt full-file sync for small files and
delta sync for larger files to achieve the shortest sync time
(see Figure 13). This hybrid sync method results in substantial
savings of sync traffic for Nutstore and UFC2 after the turning
point (64 KB) in Figures 12 and 14.

As shown in Figure 14, when there exist file-level conflicts,
the sync traffic of Google Drive is nearly twice of the file size.
This is because (the client of) Google Drive first uploads the
local version, and then downloads the cloud-hosted newer ver-
sion to overwrite the local version. In contrast, the sync traffic
consumed by Dropbox or iCloud Drive is close to the file
size; this is because the client of Dropbox (or iCloud Drive)
renames one of the conflicting versions, and the renamed one
is uploaded as a newly-created file using full-file sync (which
usually consumes more traffic than necessary since delta sync
can still be applied).

The case of Nutstore in Figure 14 is a bit complex: for small
files, its sync traffic is nearly twice of the file size (similar
to Google Drive); for larger files, the traffic is slightly larger
than the file size (similar to Dropbox/iCloud Drive). This
is because Nutstore renames one of the conflicting versions
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when a file-level conflict occurs — if the file is small (<64
KB), the two files are both uploaded to the cloud using full-file
sync; otherwise, the renamed file is uploaded using full-file
sync (which usually consumes unnecessary traffic) whereas
the original file is uploaded using delta sync.

Finally, we examine the case of UFC2 in Figure 14. Its
client first uploads a conflicting version and then downloads
the merged version from the cloud. For a small file, the two
versions are both delivered using full-file sync, so the sync
traffic is nearly twice of the file size; for a larger file, the two
versions are both delivered using delta sync (which is more
traffic-saving than what Nutstore does for a larger file), so the
sync traffic is always as small as ~20 KB. This is why UFC2
achieves the shortest sync time, as shown in Figure 15.

Storage Overhead. For the maintenance of a file’s historic
versions, the straightforward approach is to store all versions
separately without data deduplication; its storage overhead
is taken as the baseline and normalized as 1.0, as shown in
Figure 16. Utilizing CDC-based deduplication, the storage
overhead of UFC2 is normalized between 0.43 and 0.59 (0.49
on average) with respect to the ten traces. In comparison, the
storage overhead of Google Drive is normalized as small as
0.05-0.1, because Google Drive only stores the latest version
and discards all previous versions. We do not quantify the stor-
age overhead of the other mainstream cloud storage services
since we do not know their cloud-side storage organization.

5 Related Work

Various schemes have been proposed to address the collabo-
ration conflicts in distributed file systems (DFS) and version
control systems (VCSes). In this section, we survey the typical
schemes and compare them to our design choices.

Conflict resolution in DFSes. LOCUS [73], Coda [47] and
InterMezzo [32] mark files with unresolved conflicts as incon-
sistent, so that these files are inaccessible until users manually
rename and merge them. These schemes prevent users from
accessing the conflicting files before conflicts are resolved,
and the idea of restrictive access is inherited by some recent
cloud-backed file systems such as SCFS [30].

In contrast, Ficus [60] and Rumor [42] attempt to design
specific conflict resolvers (using semantic knowledge of cer-
tain file types or user-made rules), so as to automatically
merge conflicts of specific kinds. Bayou [69] preserves all
conflicting files and allows users to access them. Similar
approaches are adopted by recent large-scale systems like
Dynamo [36], TierStore [37], Depot [52], and COPS [51],
where all conflicting file versions are preserved, and users are
forced to manually resolve all file-level conflicts. In fact, the
above described strategies are also adopted (in part) by our
studied popular cloud storage services.

Our work essentially differs from the aforementioned
schemes by providing not only effective but also transpar-
ent and user-friendly collaboration support for replicated files

in distributed environments. The desired features are enabled
by our novel perspective and intelligent technical approaches
in addressing the concurrent conflicts.

Conflict resolution in VCSes. Popular VCSes, such as
SVN, CVS, Git, RCS [71], and SunPro [26], generally oper-
ates at a (text) line level. To resolve the conflicts between two
versions of a shared file, they use delta algorithms like bdiff
[70] and UNIX diff [45] to find the modified lines, which
are then simply combined to form a merged version. However,
if two users’ modifications are made on the same line, they
have to manually pick which line to retain. Recently, a more
advanced approach called structured merge [27,28,48,75] has
emerged in the software engineering community, which takes
the syntactic structure of a program into account and thus
can resolve very detailed conflicts happening to non-essential
elements (e.g., comments, tabs, and blanks) of a program. Dif-
ferent from VCSes’ line-level or syntactic approaches that is
mostly designed for developers, our work studies conflict res-
olution for general-purpose cloud storage services designed
for regular end users.

6 Conclusion

Despite a rich body of techniques for resolving conflicts in
collaborative systems [29,40, 56,65, 66], today’s mainstream
cloud storage services still use the simplest form, i.e., coarse-
grained file-level conflict detection and resolution. Given that
collaboration has become a major use case of cloud storage
services, existing mechanisms, as revealed in this paper, are
deficient, inconvenient, and sometimes frustrating.

To address the issue, we make a series of efforts towards
understanding and improving collaboration in cloud storage
services from a novel perspective of operations without using
any locks. We find that the vast majority of conflicts reported
by today’s cloud storage services are false conflicts, and de-
sign intelligent approaches to efficient operation inference,
user-friendly operation transformation, and judicious mainte-
nance of historic versions. We implement all the approaches
in an open-source prototype system that can significantly
reduce collaboration conflicts and meanwhile preserve the
transparency and user-friendliness of cloud storage services.
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Abstract

This paper reports the deployment of computational storage
drives in Alibaba Cloud to enable cloud-native relational
database cost-effectively support analytical workloads. With
its compute-storage decoupled architecture, cloud-native re-
lational database should pushdown data-intensive tasks (e.g.,
table scan) from front-end database nodes to back-end storage
nodes in order to adequately support analytical workloads.
This however makes it a challenge to maintain the cost ef-
fectiveness of storage nodes. The emerging computational
storage opens a new opportunity to address this challenge: By
replacing commodity SSDs with computational storage drives,
storage nodes can leverage the in-storage computing power
to much more efficiently perform table scans. Practical imple-
mentation of this simple idea is non-trivial and demands cohe-
sive innovations across the software (i.e., database, filesystem
and I/O) and hardware (i.e., computational storage drive) lay-
ers. This paper presents such a holistic implementation for
Alibaba cloud-native relational database POLARDB. To the
best of our knowledge, this is the first real-world deployment
of cloud-native databases with computational storage drives
ever reported in the open literature.

1 Introduction

Relational database is an essential building block in mod-
ern information technology infrastructure. Therefore, all the
cloud vendors have invested significant efforts to grow their
relational database service (RDS) business. Not surprisingly,
some cloud vendors have developed their own cloud-native
relational database systems, e.g., Amazon Aurora [28] and
Alibaba POLARDB [9]. In order to achieve sufficient scala-
bility and fault resilience, cloud-native relational databases
naturally follow the design principle of decoupling compute
from data storage [4,17]. Meanwhile, they typically aim to be
compatible with mainstream open-source relational databases
(e.g., MySQL and PostgreSQL) and achieve high performance
for OLTP (online transaction processing) workloads at a much
lower cost than their on-premise counterparts.

It is highly desirable for cloud-native relational databases
to adequately support analytical workloads. As pointed out by
the authors of [28], because cloud-native relational databases
decouple compute from data storage, the network band-
width between database nodes and storage nodes becomes a
scarce resource. This however does not match well to ana-
lytical workloads that involve intensive data access. To best
serve OLTP workloads, cloud-native relational databases typ-
ically employ the row-store model (or the hybrid-row/column
model [5]). This could make the network bandwidth an even
bigger bottleneck for analytical workloads. In order to bet-
ter serve analytical workloads, the almost only viable option
is to off-load data-access-intensive tasks (in particular table
scan) from database nodes to storage nodes. This concept is
certainly not new and has been adopted by both proprietary
database appliances (e.g., Oracle Exadata) and open-source
databases (e.g., MySQL NDB Cluster). In spite of the simple
concept, its practical implementation in the context of cloud-
native databases is particularly non-trivial. On one hand, each
storage node must be equipped with sufficient data process-
ing power to handle table scan tasks. On the other hand, to
maintain the cost effectiveness of cloud-native databases, we
cannot significantly (or even modestly) increase the cost of
storage nodes. By complementing CPUs with special-purpose
hardware (e.g., GPU and FPGA), heterogeneous computing
architecture appears to be an appealing option to address this
data processing power vs. cost dilemma.

This work applies heterogeneous computing in POLARDB
storage nodes to efficiently support table scan pushdown. The
key idea is simple: Each POLARDB storage node off-loads
and distributes table scan tasks from its CPU to its data stor-
age devices. Under this framework, each data storage device
becomes a computational storage drive [1] that can carry
out table scan on the I/O path. Compared with off-loading
table scan to a dedicated stand-alone computing device (e.g.,
FPGA/GPU-based PCle card), distributing table scan across
all the storage drives can minimize the data traffic across the
storage/memory hierarchy and obviate data processing hot-
spot. This simple concept is not new and has been discussed
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(e.g., see [11, 14]). However, its practically viable implemen-
tation and real-world deployment remain completely missing,
at least in the open literature. This is mainly due to the dif-
ficulty of addressing two challenges: (1) how to practically
support the table scan pushdown across the entire software
hierarchy, and (2) how to implement low-cost computational
storage drives with sufficient table scan processing capability.
Over the course of materializing this simple idea in the
context of POLARDB on Alibaba Cloud, we developed a
set of software/hardware techniques to cohesively address
the two challenges. To reduce the product development cy-
cle and meanwhile ensure cost effectiveness, computational
storage drives use an FPGA-centric host-managed architec-
ture. Inside each computational storage drive, a single mid-
range low-cost Xilinx FPGA chip handles both flash mem-
ory control and table scan. With highly optimized software
and hardware design, each computational storage drive can
support high-throughput (i.e., over 2GB/s) table scan on com-
pressed data and meanwhile achieve storage I/O performance
comparable to leading-edge NVMe SSDs. We developed a
variety of techniques that enable POLARDB storage nodes
fully exploit the capability of computational storage drives.
This paper presents these design techniques and elaborates
on their implementation, and further presents evaluation re-
sults to demonstrate their effectiveness. Based on the TPC-H
queries, we extracted six individual table scan tasks and ran
these scan tasks on one storage node. Such node-level evalua-
tion shows that the computational storage drives can largely
reduce both scan latency and CPU utilization of the storage
node. We further carried out system-level evaluations on a PO-
LARDB cloud instance over 7 database nodes and 3 storage
nodes. Results show that this solution can noticeably reduce
the TPC-H query latency. To the best of our knowledge, this
is the first application of emerging computational storage in
production database ever reported in the open literature.

2 Background and Motivation

2.1 POLARDB: Basic Architecture

POLARDB is a new cloud-native OLTP database designed
by Alibaba Cloud. Its design goals come from our cloud cus-
tomers’ real needs: large per-instance storage capacity (tens
of TB), high TPS (transactions per second), high and scalable
QoS and high availability. POLARDB provides enterprise-
level cloud database services and is compatible with MySQL
and PostgreSQL. Fig. 1 illustrates the compute-storage decou-
pled architecture of Alibaba POLARDB. Database computing
nodes and storage nodes are connected through high-speed
RDMA network. In each POLARDB instance, there is only
one read/write database node that handles both the read and
write requests, and the other database nodes handle only read
requests. All the nodes in an instance, including read/write
nodes and read-only nodes, are able to access the same copy

of data on a storage node. To ensure the high availability, PO-
LARDB uses the Parallel-Raft protocol to write three copies
of data across the storage nodes [9].
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Figure 1: Illustration of POLARDB architecture.

2.2 POLARDB: Table Scan Pushdown

Off-loading table scan from database nodes to storage nodes
is important for cloud-native relational database to effectively
handle analytical workloads. This concept trades heavier data
processing load on storage nodes for significantly reduced
network traffic between database nodes and storage nodes.
Moreover, since POLARDB employs the row-store model
to better serve OLTP workloads, the column-oriented nature
of table scan tends to demand even higher data processing
power in storage nodes. Therefore, the key design issue is how
to cost-effectively equip storage nodes with sufficient data
processing power to handle the additional table scan tasks.

The most straightforward option is to simply scale up each
storage node, which nevertheless is not practically desirable
mainly due to the cost overhead. Table scan over row-store
data does not fit well to modern CPU architecture and tends
to largely under-utilize CPU hardware resources (e.g., cache
memory, and SIMD processing resource) [2]. As a result, we
have to more aggressively scale up the storage nodes to com-
pensate for the inefficiency of CPU-based implementation.
Hence, this straightforward option is economically unappeal-
ing and even unacceptable, especially as the classical CMOS
technology scaling is quickly approaching its end [8].

An alternative is to complement storage node CPUs with
special-purpose hardware (e.g., FPGA or GPU) that can carry
out table scan with much better cost effectiveness. Under
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this heterogeneous computing framework, the conventional
practice uses a centralized heterogeneous architecture where
the special-purpose hardware is implemented in the form of a
single stand-alone FPGA/GPU-based PCle card (e.g., see [24,
26,29]). Nevertheless, this approach has several drawbacks
for our targeted systems: (1) High data traffic: All the raw data
in their row-store format must be fetched from the storage
devices into the FPGA/GPU-based PCle card. Due to the
data-intensive nature of table scan, this leads to a very heavy
data traffic over the PCIe/DRAM channels. The high data
traffic can cause significant energy consumption overhead
and inter-workload interference. (2) Data processing hot-spot:
Each storage node contains a large number of NVMe SSDs,
each of which can achieve multi-GB/s data read throughput.
As aresult, analytical processing workloads could trigger very
high aggregated raw data access throughput that is far beyond
the I/O bandwidth of one PCle card. This could make the
FPGA/GPU-based PCle card become the system bottleneck.
The above discussion suggests that a distributed heteroge-
neous architecture is a better option. As illustrated in Fig. 2,
by distributing table scans directly into each storage drive,
we can eliminate the high data traffic over the PCle/DRAM
channels, and obviate data processing hot-spot in the system.
This intuition directly motivated us to develop and deploy
computational storage drives in POLARDB storage nodes.

2.3 Computational Storage Drive

Loosely speaking, any data storage device that can carry out
data processing tasks beyond its core storage duty can be
called a computational storage drive. The simple concept
of empowering storage devices with additional computing
capability can trace back to over 20 years ago [3,21,22].
Computational storage complements with CPU to form a het-
erogeneous computing system. Compared with its CPU-only
counterpart, a heterogeneous computing system not surpris-
ingly can achieve higher performance and/or energy efficiency
for many applications, as demonstrated by prior research (e.g.,
see [10,11,15,16,18,23,27]). However, it is apparently subject
to two cost overheads: (1) the hardware cost of implementing
computational storage drives, and (2) the development cost on
developing all the necessary hardware and software solutions
to enable its real-world deployment. In spite of the over two
decades of research, computational storage has not yet entered
the mainstream market, arguably because of the absence of a
practically justifiable benefit vs. cost trade-off.

To overcome the cost barrier, we chose an FPGA-based
host-managed computational storage drive design strategy.
This can reduce the development cost from two aspects: (1)
We use a single FPGA to realize both flash memory control
and computation (i.e., table scan in this work) inside compu-
tational storage drives. Compared with ASIC-based approach,
the circuit-level programmability of FPGA can significantly
reduce the computational storage drive development cycle and
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Figure 2: Illustration of (a) centralized heterogeneous comput-
ing architecture, and (b) distributed heterogeneous computing
architecture.

cost. (2) The computational storage drive is fully managed by
the host for the functions such as address mapping, request
scheduling, and garbage collection. Its host-management na-
ture can facilitate integrating computational storage drive into
existing software stack. It enables a high flexibility to devise
and optimize the computational storage drive’s API through
which applications can utilize its configurable computation
capability. Meanwhile, the host-managed computational stor-
age drive natively integrates into the Linux I/O stack as a
storage block device to serve normal I/O requests.

However, in return for its circuit-level programmability,
FPGA is expensive (e.g., modern high-end FPGA chip could
cost few thousand dollars), leading to a higher hardware cost
of computational storage drive. Meanwhile, the objective of
this work is to deploy computational storage drive to cost-
effectively support table scan pushdown. Therefore, one key
issue is how to minimize the hardware cost overhead while
achieving sufficiently high storage I/O and table scan process-
ing performance, which will be discussed in the next section.

3 Design and Implementation

As pointed out above, although applying computational stor-
age to support table scan pushdown is a very simple concept
and has been well discussed in the open literature, its real-
world implementation and deployment has remained missing.
Our first-hand experience of implementing this concept for
POLARDRB reveals that transferring this simple idea into real
product faces the following two major challenges:
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1. Support table scan pushdown across the entire software
hierarchy: Table scan pushdown is initiated by the user-
space POLARDB storage engine that accesses data by
specifying the offsets in files, while table scan is physi-
cally served by computational storage drive that operates
as a raw block device and manages data with LBA (log-
ical block address). The entire storage I/O stack sits
in between POLARDB storage engine and computa-
tional storage drive. Hence, we have to cohesively en-
hance/modify the entire software/driver stack in order to
create a path in support of table scan pushdown.

2. Implement low-cost computational storage drive: As dis-
cussed above in Section 2.3, although the FPGA-based
design approach can significantly reduce the develop-
ment cost, FPGA tends to be expensive. Moreover, since
FPGA typically operates at only 200~300MHz (in con-
trast to 2~4GHz CPU clock frequency), we have to em-
ploy a large degree of circuit-level implementation paral-
lelism (hence more silicon resource) in order to achieve
sufficiently high performance. Therefore, we must de-
velop solutions to enable the use of low-cost FPGA chip
in our implementation.

The remainder of this section presents a set of design tech-

niques across the software and hardware stacks that can ad-
dress the above two major challenges.

3.1 Support Table Scan Pushdown Across the
Entire Software Stack

To tackle the first challenge, we developed techniques to sup-
port the table scan pushdown across the entire software stack,
as illustrated in Fig. 3. POLARDB database nodes incorporate
a front-end analytical processing engine called POLARDB
MPP. Being compatible with the MySQL protocol, this an-
alytical processing engine can parse, optimize and rewrite
SQL using the AST (abstract syntax tree) and a number of
embedded optimization rules. It transforms each SQL query
into a DAG (directed acyclic graph) execution plan consist-
ing of operators and data flow topology. This analytical pro-
cessing engine natively supports table scan pushdown to the
underlying storage engine. Hence, we can keep the analytical
processing engine intact in this work.

As illustrated in Fig. 3, in order to enable table scan push-
down, we have to appropriately enhance the entire storage
stack underneath the analytical processing engine, including
POLARDB storage engine, PolarFS (a distributed filesystem
under POLARDB), and computational storage driver. In the
following, we will elaborate on the implemented enhance-
ments across these three layers.

3.1.1 Enhancement to POLARDB Storage Engine

POLARDB database storage engine follows the design prin-
ciple of LSM-tree (log-structured merge-tree) [20]. Data in

SELECT I_linestatus, sum(l_quantity)
SQL FROM lineitem
WHERE [_shipdate <= date “1998-09-04"

POLARDB MPP

Table Scan
Unchanged -
v
Enhanced e o
Schema (e.g., lineitem table: int,int,int,int,...)
POLARDB Predicate (e.g., col 11 <= date “1998-09-04")

Storage Engine Data blocks (block_offsets in data file)

Table scan request conversion

!

Data blocks (LBA on storage drive)
Table scan request conversion

]

Data blocks (PBA on flash memory)
Table scan request conversion, partition,

and scheduling
Computational

Computational
storage drive storage drive

PolarFS

Computational
Storage Driver

Figure 3: Illustration of the overall software stack.

each table are organized into many files (typical file size is
few tens of MBs), and each file contains a large number of
blocks (typical block size ranges from 4KB to 32KB). In its
original implementation, POLARDB storage engine serves
the table scan requests using the CPUs on storage nodes.
Hence, the underlying storage I/O stack is oblivious to the
table scan pushdown. Since this work aims to utilize computa-
tional storage drives to process table scan, we have enhanced
POLARDB storage engine so that it can pass table scan re-
quests to the underlying filesystem PolarFS. As illustrated in
Fig. 3, storage engine accesses data blocks in terms of offsets
in files. Each table scan request contains: (1) the location
(i.e., offsets in files) of the to-be-scanned data, (2) the schema
of the table onto which the table scan is applied, and (3) the
table scan conditions to be evaluated. Meanwhile, POLARDB
storage engine allocates a memory buffer for storing data re-
turned from computational storage drives, and each table scan
request contains the location of this memory buffer.

As discussed later, the implemented computational storage
drives do not support all the possible scan conditions (e.g.,
LIKFE is not supported in current implementation). Hence,
upon receiving table scan pushdown from the analytical pro-
cessing engine, the enhanced storage engine first analyzes
the scan conditions, and if necessary it extracts and passes a
subset of the scan conditions that can be served by the compu-
tational storage drives. After receiving the data returned from
the computational storage drives, the storage engine always
checks the data against the complete table scan conditions.
Moreover, to improve the overall system efficiency, we should
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exploit the computational parallelism across multiple compu-
tational storage drives within each storage node. Therefore,
POLARDB storage engine is able to issue multiple table scan
requests concurrently to the underlying computational storage
devices through PolarFS.

3.1.2 Enhancement to PolarFS

As described in [9], POLARDB is deployed on the distributed
filesystem PolarFS that manages the data storage across all
the storage nodes. Each computational storage drive can only
perform table scan on its own data and meanwhile data are
scanned in the unit of storage engine data blocks. Meanwhile,
due to the use of block-level compression, variable-length
compressed blocks are contiguously packed in each file (i.e.,
each compressed block is not 4KB-aligned). Therefore, Po-
larFS employs a coarse-grained data striping (4MB stripe
size) across the computational storage drives in order to en-
sure most data blocks entirely reside on one computational
storage drive. In the rare case of one compressed block locates
across two drives, the system will use storage node CPU to
handle the corresponding scan operation.

As discussed in Section 3.1.1, POLARDB storage engine
specifies the location of to-be-scanned data in the form of
offsets in files. The to-be-scanned data may span over mul-
tiple files and hence multiple computational storage drives.
Meanwhile, computational storage drives can only locate data
in the form of LBAs. Therefore, upon receiving each table
scan request from POLARDB storage engine, PolarFS must
appropriately convert this request before forwarding it to the
computational storage driver. Accordingly, we have enhanced
PolarFS from the following aspects: (1) Suppose the to-be-
scanned data span over m computational drives, the enhanced
PolarFS decomposes this request into m scan requests, each
of which scans the data on one computational storage drive.
(2) For each scan request, it converts the data location in-
formation into offsets in LBAs. As illustrated in Fig. 3, the
enhanced PolarFS subsequently passes the m scan requests
with converted LBA-based location information to the under-
lying computational storage driver.

3.1.3 Enhancement to Computational Storage Driver

As discussed above in Section 2.3, our computational storage
drive is fully managed by a host-side driver in the kernel
space. The driver exposes each computational storage drive
as a block device. Upon receiving each table scan request from
PolarFS§, the driver carries out the following operations. It first
analyzes the scan conditions, and if necessary re-arranges the
scan conditions in order to better streamline the hardware-
based scan processing and hence improve the throughput. For
example, suppose the table contains 16 fields (i.e., fi, f2, -+,
f16), and the scan condition involves two comparisons, where
the first one compares fjo and a constant, and the second

one compares f and fs. Since hardware can pipeline the
table record parsing, field selection, and comparison, if we
re-arrange the scan condition by interchanging the position of
the two comparisons, we can improve the hardware utilization
efficiency and hence achieve higher processing throughput.
The driver further converts the location information of the
to-be-scanned data from the LBA domain into the physical
block address (PBA) domain, where each PBA associates
with a fixed location in NAND flash memory.

Moreover, the driver internally partitions each scan request
into a number of (much) smaller scan sub-tasks, which can
serve for two purposes: (1) A large scan task may occupy the
flash memory bandwidth for a long time, which can cause
other normal I/O request suffer from a longer latency. This
problem can be mitigated by partitioning a large scan task
into small sub-tasks and cohesively scheduling them with
normal I/O requests. (2) By partitioning a large scan task
into small sub-tasks, it helps to reduce the hardware resource
usage for internal buffering and improve flash memory access
parallelism. Moreover, storage device background operations,
in particular garbage collection (GC), can severely interfere
with table scan and hence cause significant latency penalty.
Since all the flash management functions are handled by the
host-side driver, we enhanced the driver so that it can cohe-
sively schedule GC and table scan in order to minimize the
GC-induced interference. In particular, in the case of heavy
and bursty analytical processing workloads, the driver will
adaptively reduce or even suspend the GC operation.

3.2 Reduce Hardware Implementation Cost

In order to tackle the challenge of computational storage drive
implementation cost, the key is to maximize the FPGA hard-
ware resource utilization efficiency. To achieve this objective,
we further developed the following techniques across the soft-
ware and hardware layers.

3.2.1 Hardware-Friendly Data Block Format

We first modified POLARDB storage engine data block for-
mat in order to facilitate the FPGA implementation of table
scan. Table scan mainly involves various data comparison
operations (e.g., =, >, <). In spite of the FPGA circuit-level
programmability, it is difficult for FPGA to implement com-
parators that can efficiently support multiple different data
types. In this work, we modified POLARDB storage engine
so that it stores all the table data in the memory-comparable
format, i.e., data can be compared using the function mem-
cmp(). As a result, computational storage drives only need to
implement a single type of comparator that can carry out the
memcmp() function, regardless of the specific data types in
different fields of a table. By enabling the implementation of
type-oblivious comparators in FPGA, this can largely reduce
the usage of FPGA resources for implementing table scan.
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We further modified the storage engine data block struc-
ture in order to improve the hardware utilization efficiency.
Fig. 4(a) illustrates the data block format being used in the
original storage engine: One data block contains a number
of sorted table entries, and ends with meta information (i.e.,
1-byte data compression type and 4-byte CRC). Although
such a block format can be easily handled by CPUs, it is not
friendly to the hardware-based table scan in computational
storage drives. We modified the data block format as illus-
trated in Fig. 4(b), where we add an additional block header
including 1-byte block compression type, 4-byte number of
key-value pairs, and 4-byte number of restart keys (note that
restart key is used to facilitate key search in the presence
of prefix compression). This modified block format is much
more friendly to hardware-based table scan because: (1) Com-
putational storage drive can decompress each block and check
CRC without demanding POLARDB storage engine to pass
the size information of each block. (2) By adding the “# of
keys” and “# of restarts” fields at the beginning of each block,
the hardware can more conveniently handle the restarts within
each block and detect the end of each block. This is well suited
to the sequential data processing flow of the hardware, and
hence simplifies the FPGA-based hardware implementation.

Type: 1-byte
# of keys: 4-byte
# of restarts: 4-byte

Type: 1-byte Type: 1-byte

CRC: 4-byte

(a) (b)

CRC: 4-byte

Figure 4: (a) Block structure in conventional practice, and (b)
modified block structure to simplify hardware implementation
of data scan.

3.2.2 FPGA Implementation

Fig. 5 shows the parallel and pipelined architecture of our
FPGA implementation. To reduce the cost, we use a single
mid-range FPGA chip for both flash memory control and table
scan. The FPGA incorporates a powerful soft-decision LDPC
(low-density parity-check) coding engine. This enables the
use of low-cost 3D TLC (and QLC in the future) NAND flash
memory, which helps to reduce the overall computational
storage drive cost. We use a parallel and pipelined hardware
architecture to improve the table scan processing throughput.
As shown in Fig. 5, it contains two parallel data decompres-
sion engines and four data scan engines. Current implementa-

tion supports the Snappy decompression and following scan
conditions: =, #, >, >, <, <, NULL, and INULL.

Middle-range Xilinx KU15P 16nm FPGA

PCle

Gen3>§

(soft LDPC)

Figure 5: Parallel and pipelined FPGA implementation.

To further improve the hardware resource utilization effi-
ciency, we applied a simple design technique described as
follows. As pointed out above, all the fields are stored in the
memory-comparable form, hence we only need to implement
type-oblivious memcmp modules to evaluate each condition.
Since the number of scan conditions varies among different
table scan tasks, each scan engine employs a recursive archi-
tecture in order to maximize the FPGA resource utilization.
Each scan engine contains one memcmp module and one RE
(result evaluation) module. Let P =Y/, (H;fizl ci,j) denote
the overall scan task, where each c; ; is one individual condi-
tion on one field. The symbols } and [] represent the logic
OR and AND operation, respectively. Using a single memcmp
and RE module, we recursively evaluate the predicate with
one condition ¢; ; at a time. The RE module checks whether
the previous memcmp output (i.e., all the ¢; ;’s that have been
evaluated so far) is sufficient to determine the value of the
result P. Once the value of P (i.e., either 1 or 0) can be deter-
mined, the scan engine can immediately finish the evaluation
on current row, and start to work on another row. This recur-
sive architecture can handle any arbitrary predicate with the
optimal FPGA hardware resource utilization.

4 Evaluation

This section presents evaluation results to demonstrate the
effectiveness of this deployed solution. The remainder of
this section is organized as follows: Section 4.1 summa-
rizes the experimental environment and basic storage per-
formance of the computational storage drives. Section 4.2
evaluates and compares the table scan performance when
using CPUs or computational storage devices to realize ta-
ble scan. Section 4.3 presents the TPC-H evaluation results
on a POLARDB instance in Alibaba Cloud, and Section 4.4
provides further concluding remarks.

4.1 Experimental Setup

In order to become practically viable products, besides provid-
ing in-storage computing capability, computational storage
drives must have top-notch storage I/O performance (at least
comparable with leading-edge commodity NVMe SSDs). The
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storage performance of our computational storage drives is
summarized as follows. Each drive uses 64-layer 3D TLC
NAND flash memory chips. With PCIe Gen3 x4 interface,
each drive can sustain 2.2GB/s and 3.0GB/s sequential write
and read throughput. Under 100% address span and fully trig-
gered GC, each drive can achieve 160K and 590K random
4KB write and read IOPS, which are on par with the latest
enterprise-grade NVMe SSDs. Each computational storage
drive hosts a single mid-range Xilinx UltraScale+ KU15p
FPGA chip that handles both flash memory control and com-
putation. To maximize the error correction strength, each drive
supports soft-decision LDPC code decoding with beyond-
3GB/s decoding throughput. The performance evaluation is
carried out on a POLARDB instance (with seven database
nodes and three storage nodes) in Alibaba Cloud.

4.2 Table Scan Performance Evaluation

The FPGA inside each computational storage drive incorpo-
rates two Snappy decompression engines and four data scan
engines. The decompression throughput varies with the data
compressibility. Under compression ratio of 60% and 30%,
the two decompression engines total can achieve 2.3GB/s and
2.8GB/s decompression throughput, respectively. The data
scan engines also have variable throughput that depend on
several runtime parameters, e.g., the size of each row in the
table, table schema, and scan conditions.

We uses the LINEITEM table defined in TPC-H benchmark
as a test vehicle to evaluate the effectiveness of moving table
scan to computational storage drives. The LINEITEM table
contains total 16 columns mixed with data types of identifier,
integer, decimal, fixed-length and variable-length strings. To
cover a wide range of processing complexity, we chose the
following six table scan tasks (extracted from different TPC-H
queries) to carry out evaluations on one storage node:

TS-1: Select L_PARTKEY, L_EXTENDEDPRICE,
L_DISCOUNT
from LINEITEM
where L_SHIPDATE >  “1994-06-01” and

L_SHIPDATE < “1994-07-01"

TS-2: Select L_PARTKEY, L_SUPPKEY, L_QUANTITY
from LINEITEM
where L_SHIPDATE > “1993-01-01” and
L_SHIPDATE < “1994-01-01”

TS-3: Select L_ORDERKEY, L_SUPPKEY,
L_EXTENDEDPRICE, L_DISCOUNT, L_SHIPDATE
from LINEITEM

where L_SHIPDATE > “1995-01-01" and
L_SHIPDATE < “1996-12-31”

TS-4: Select L_ORDERKEY, L_EXTENDEDPRICE,
L_DISCOUNT
from LINEITEM
where L_SHIPDATE < “1995-03-12”

TS-5: Select L_ORDERKEY

from LINEITEM

where L_COMMITDATE < L_RECEIPTDATE
TS-6: Select L_PARTKEY, L_SUPPKEY, L_QUANTITY

from LINEITEM

For the above six scan tasks, the data selectivity in terms
of table entries is 1.25%, 15.17%, 30.34%, 54.04%, 63.22%,
and 100.00%, respectively. We set the raw data compression
ratio as 0.5 when generating the LINEITEM table, and use the
Snappy compression library to compress each data block. For
each table scan task, we measured the scan latency and PCle
data traffic when turning on and off the table scan pushdown.
When we turn off the table scan pushdown, storage node treats
each computational storage drive as a normal SSD and relies
on CPU to carry out the table scan processing.

Fig. 6 shows the measured scan latency and CPU utilization,
where each data point is obtained by averaging the results of
10 independent runs. As discussed above, each computational
storage drive contains four hardware data scan engines. Hence,
the storage node runs the scan tasks under two hardware con-
figurations: (a) one computational storage drive with 4 CPU
threads, and (b) two computational storage drives with 8 CPU
threads. The notation CPU-based Scan and CSD-based Scan
correspond to the cases when storage nodes use its CPU and
computational storage drives to carry out table scan process-
ing, respectively. As shown in Fig. 6, under each hardware
configuration, we studied four cases: (1) CPU-based scan
without data compression, (2) CSD-based scan without data
compression, (3) CPU-based scan with Snappy compression,
and (4) CSD-based scan with Snappy compression.

The results clearly show that, compared with CPU-based
scan, its CSD-based counterpart can simultaneously reduce
the scan latency and CPU utilization. For example, when we
run the scan task TS-1 (with Snappy compression) on two
drives with 8 threads, CSD-based scan can reduce the latency
from 55s to 39s and meanwhile reduce the CPU utilization
from 514% to 140%. Compared with other scan tasks, TS-
6 can least benefit from CSD-based scan because its very
simple scan condition largely under-utilizes the hardware re-
source in computational storage drives. Even for TS-6 (with
Snappy compression), when using two drives with 8 threads,
CSD-based scan can reduce the latency from 65s to 53s and
meanwhile reduce the CPU utilization from 558% to 374%.
Fig. 6 also shows that, although the CPU utilization of CPU-
based scan remain relatively constant across all the six scan
tasks, the CPU utilization of CSD-based scan noticeably in-
creases as the data selectivity becomes larger. For example,
TS-1 (with the selectivity of 1.25%) and TS-2 (with the se-
lectivity of 15.17%) have less CPU utilization than others.
This can be explained as follows: In the case of CSD-based
scan, the CPU workload is proportional to the data selectivity.
The smaller the data selectivity is, the less amount of data are
transferred to and processed by the host CPU. In contrast, in
the case of CPU-based scan, regardless of the data selectivity,
host CPU has to fetch and process all the data from drives. The
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Figure 6: Measured scan latency and CPU utilization when the storage node runs the scan tasks on (a) one computational storage
drive with 4 CPU threads, and (b) two computational storage drives with 8 CPU threads.

results also show that the effectiveness of CSD-based scan
can readily scale with the number of computational storage
drives. Finally, the results reveal that light-weight compres-
sion (i.e., Snappy in this study) can noticeably improve the
performance of CPU-based scan at the cost of CPU utiliza-
tion. In comparison, CSD-based scan is relatively insensitive
to the use of compression.

To further reveal the benefit of using computational storage
table scan pushdown to reduce data movement across the
storage and memory hierarchy, Fig. 7(a) shows the measured
volume of data being transferred from computational storage
drives to host DRAM, and Fig. 7(b) shows the measured total
host memory data transfer volume. The results show that
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I CSD-based Scan (no compression) Il CSD-based Scan (Snappy)

(a)

IS
o
T

W
o
T

o
T

PCle Data Traffic (GB)
n
o

o

TS-1 TS-2 TS-3 TS-4 TS-5 TS-6

o
o

o
<]
T

o
=]

Memory Data Traffic (GB)

o

TS-1 TS-2 TS-3 TS-4 TS-5 TS-6

Figure 7: (a) PCle data traffic and (b) memory data traffic
inside the storage node.

CSD-based scan can significantly reduce the data transfer

volume across the storage and memory hierarchy. The benefit
improves as the data selectivity becomes smaller. For example,
in the case of scan task TS-1 (with the selectivity of 1.25%) ,
CSD-based scan can almost eliminate the PCle data transfer
traffic, and reduce the host memory data traffic by 5x (without
compression) and 3x (with compression). The results also
show that compression can very effectively reduce data traffic
volume across the storage and memory hierarchy.

4.3 System-level Evaluation

We further ran TPC-H analytical workload benchmark on a
POLARDB cloud instance with 32 SQL-engine containers
distributed on 7 database nodes and 3 back-end storage nodes.
Each storage node hosts 12 computational storage drives,
and each drive has a capacity of 3.7TB. We considered the
following three different scenarios:

1. No pushdown: In this baseline scenario, database nodes
do not push the table scan down to storage nodes. As
a result, storage nodes have to transfer all the data to
database nodes for table scan.

2. CPU-based pushdown: We enable the table scan push-
down from database nodes to storage nodes, and the
CPUs on the storage nodes are responsible for carrying
out table scan.

3. CSD-based pushdown: We enable the table scan push-
down from database nodes to storage nodes, and the
computational storage drives on the storage nodes are
responsible for carrying out table scan.

For each one out of the total 22 TPC-H queries, we mea-
sured the POLARDB performance by splitting data into parti-
tions and submitting n scan requests in parallel to the back-
end storage cluster. In this study, we considered three different
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Figure 8: Measured TPC-H query latency under 32 parallel requests.
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Figure 9: Measured TPC-H query latency under 64 parallel requests.
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Figure 10: Measured TPC-H query latency under 128 parallel requests.
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Figure 11: (a) PCle data traffic inside storage nodes and (b) network data traffic in the POLARDB cluster.

values of n: 32, 64, and 128. Fig. 8, Fig. 9, and Fig. 10 show
the measured latency of all the 22 TPC-H queries under 32, 64,
and 128 parallel requests, respectively. Each evaluation point
is obtained by averaging the results of 5 independent runs.
The results clearly show the significant benefit of migrating
table scan operations from database nodes to storage nodes,
which can be intuitively justified given the compute-storage
decoupled architecture of POLARDB. The results show that,
as the number of requests increases, CSD-based pushdown
on average can more noticeably outperform CPU-based push-
down in terms of scan latency. For example, in the case of 32
parallel requests (with Snappy compression), when switching
from CPU-based pushdown to CSD-based pushdown, only
4 queries experience more than 30% latency reduction. In
contrast, in the case of 128 parallel requests (with Snappy
compression), when switching from CPU-based pushdown to
CSD-based pushdown, 11 queries experience more than 30%
latency reduction, where the maximum latency reduction is
50% for Q7. This is because, as the number of parallel re-
quests increases, storage nodes will have more parallel table
scan tasks to better utilize the hardware resource in the com-
putational storage drives. Moreover, the results show that the
benefit of CSD-based pushdown tends to improve when table
data are compressed by Snappy. This can be explained as fol-
lows: When table data are compressed, CPU-based pushdown
will consume more CPU resource in order to handle both data
decompression and query processing. Hence a larger num-
ber of parallel requests will more likely make CPU-based
pushdown CPU-bound. In contrast, CSD-based pushdown
can readily leverage the hardware decompression engines in
computational storage drives.

The results also show that CPU-based pushdown may even
slightly outperform CSD-based pushdown in few cases under
32 or 64 requests (e.g., Q10 with 32 requests). This is most
likely caused by the sub-optimal behavior of table scan push-
down scheduling, which leads to significant under-utilization
of the hardware resource in the computational storage drives.
Our future work will focus on improving the quality of ta-
ble scan pushdown scheduling in order to avoid significant
hardware resource under-utilization. Finally, Fig. 11 shows
the measured total volume of PCle data traffic inside stor-
age nodes and total volume of network data traffic between
database nodes and storage nodes. When switching from CPU-
based pushdown to CSD-based pushdown, 7 TPC-H queries
(with Snappy compression) experience more than 50% reduc-
tion on the PCle data traffic volume, where the maximum
PCle data traffic volume reduction is 97% for Q6 followed by
94% for Q14. By moving table scan from database nodes to
storage nodes, 12 TPC-H queries (with Snappy compression)
experience more than 70% reduction on the total network
data traffic volume. The above results clearly demonstrate the
significant reduction in data traffic and scan latency of table
scan pushdown in cloud-native database.

4.4 Summary

In-storage computing is a very simple concept and has been
well discussed in the research community. Nevertheless, its
practical implementation and deployment in real systems has
remained elusive. Meanwhile, it is not uncommon that signif-
icant gain at the component level does not translate to notice-
able benefit at the system level. Hence, commercializing the
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simple idea of in-storage computing goes far beyond imple-
menting a storage device that can do certain computation, and
demands cohesive innovations across software and hardware
hierarchy. Targeting at bringing in-storage table scan to cloud-
native database systems, we have developed holistic solutions
across the storage engine, filesystem, driver, and hardware
stack. The component-level evaluation results in Section 4.2
show that our implemented computational storage drive can
achieve high-throughput in-storage table scan, leading to sig-
nificant reduction on host CPU usage and storage-to-memory
data movement. The system-level evaluation results in Sec-
tion 4.3 show that our holistic solution indeed can carry the
component-level gain to the system level. The system-level
evaluation also confirms the critical importance of realizing
table scan pushdown from database nodes to storage nodes.

5 Related Work

Prior work has well studied the promise of accelerating
databases using special-purpose hardware (in particular
FPGA and GPU) to complement with CPUs. Many prior
efforts focused on off-loading the table scan in analytical
processing to dedicated accelerators (typically in the form of
PCle cards) built with either FPGA [24,26,29] or GPU [7,25].
Beyond table scan, prior work also investigated the poten-
tial of off-loading more complicated query processing ker-
nels [12, 19, 30]. Nevertheless, in spite of extensive prior
efforts and impressive performance benefits being demon-
strated over the years, IBM/Netezza [24] appears to be the
only known commercially successful product on mainstream
markets. It off-loads data compression and table scan into
dedicated FPGA-based PCle cards in IBM PureData Systems.
Beyond using stand-alone accelerators to complement CPUs,
Oracle even integrated special-purpose analytics acceleration
units into its own SPARC CPU [6], which however appar-
ently suffers from a very high development cost and has been
discontinued by Oracle.

The emerging computational storage enables new oppor-
tunities to implement heterogeneous computing platforms
for databases. The authors of [13] studied the design of
computational storage drives that support key-value store.
Prior work [11, 14] focused on leveraging computational stor-
age drives to realize in-storage table scan. Although prior
work [11, 14] share the same basic concept as this work,
there are several distinct differences: (1) This work presents
a holistic system solution in the context of cloud-native re-
lational database, and demonstrates its effectiveness in real
production environment. In comparison, prior work [11] ran
synthetic queries inside one computational storage drive with-
out integration with databases and system I/O stack. Prior
work [14] implemented a prototype based on a modified
MySQL running on a single server. It did not consider the
integration with a database system with compute-storage de-
coupled architecture, and did not consider the use of multiple

computational storage drives in one server. (2) The basic stor-
age 1/0 performance metrics (i.e., sequential throughput and
IOPS) of the computational storage drives being used in prior
work are much worse than that of leading-edge commodity
NVMe SSDs. As a result, the systems in prior work tend
to be much more I/O-bound and hence more easily benefit
from in-storage table scan. The benefits shown in prior work
may largely diminish when being compared with systems
that deploy leading-edge commodity NVMe SSDs. (3) Both
prior work [11, 14] use embedded processors within SSD
controllers to carry out the data processing, which however
cannot match the multi-GB/s intra-SSD NAND flash memory
access bandwidth and hence cannot achieve high-throughput
predicate evaluation. (4) Data compression is widely used in
databases to reduce the storage bit cost. As a result, compu-
tational storage drives must carry out data decompression in
order to support predicate evaluation on the data read path.
However, prior work [11, 14] did not consider the implemen-
tation of data decompression.

6 Conclusions

This paper reports a cohesive cross-software/hardware im-
plementation that enabled Alibaba cloud-native relational
database POLARDB to effectively support analytical work-
loads. The basic design concept is to dispatch the costly table
scan operations in analytical processing from CPU into com-
putational storage drives. Being well aligned with current
industrial trend towards heterogeneous computing, the key
idea is very simple and can trace back to over two decades
ago. Nevertheless, it is non-trivial to practically materialize
this simple idea with justifiable benefit vs. cost trade-off in the
real world. Under the framework of Alibaba POLARDB, this
work developed a set of design solutions across the entire soft-
ware and hardware stacks to practically implement this simple
idea in production cloud database environment. Experimen-
tal results on a POLARDB cloud instance over 7 database
nodes and 3 storage nodes show that our implementation can
achieve more than 30% latency reduction for 12 out of the
total 22 TPC-H queries. Meanwhile, our implementation can
reduce more than 50% storage-to-memory data movement
volume for 12 TPC-H queries. It is our hope that this work
will inspire much more research and development efforts to
investigate how future cloud infrastructure can leverage the
emerging computational storage drives.
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Abstract

Storage systems usually have many parameters that affect
their behavior. Tuning those parameters can provide sig-
nificant gains in performance. Alas, both manual and au-
tomatic tuning methods struggle due to the large number
of parameters and exponential number of possible configu-
rations. Since previous research has shown that some pa-
rameters have greater performance impact than others, fo-
cusing on a smaller number of more important parameters
can speed up auto-tuning systems because they would have
a smaller state space to explore. In this paper, we propose
Carver, which uses (1) a variance-based metric to quantify
storage parameters’ importance, (2) Latin Hypercube Sam-
pling to sample huge parameter spaces; and (3) a greedy but
efficient parameter-selection algorithm that can identify im-
portant parameters. We evaluated Carver on datasets con-
sisting of more than 500,000 experiments on 7 file systems,
under 4 representative workloads. Carver successfully iden-
tified important parameters for all file systems and showed
that importance varies with different workloads. We demon-
strated that Carver was able to identify a near-optimal set of
important parameters in our datasets. We showed Carver’s
efficiency by testing it with a small fraction of our dataset;
it was able to identify the same set of important parameters
with as little as 0.4% of the whole dataset.

1 Introduction

Storage systems are critical components of modern com-
puter systems that have significant impact on application per-
formance and efficiency. Most storage systems have many
configurable parameters that control and affect their overall
behavior. For example, Linux’s Ext4 [22] offers about 60
parameters, representing over 1037 potential configuration
states. The default settings are often sub-optimal; previous
research has shown that tuning storage parameters can im-
prove system performance by a factor of as much as 9x [59].

To cope with the vast number of possible configurations,
system administrators usually focus on using their domain
expertise to tune a few frequently used and well-studied pa-
rameters that are believed to significantly impact system per-
formance. However, this manual-tuning approach does not
scale well in the face of increasing complexity. Modern stor-
age systems use different file system types [21, 37, 56, 65],
new hardware (SSDs [26,46], SMR [1, 2], NVM [33,73]),
multi-tier and hybrid storage, and multiple virtualization lay-
ers (e.g., LVM, RAID). Storage systems range from one or
a few identical nodes to hundreds of highly heterogeneous

and
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configurations [23,57]. Worse, tuning results depend heav-
ily on hardware and the running workloads [10, 11, 70].

Recently, several optimization methods have been used to
auto-tune storage systems, achieving good performance im-
provements within reasonable time frames [11,40]. These
auto-tuning techniques model the storage system as a black
box, iteratively trying different configurations, measuring an
objective function’s value, and—based on previously learned
information—selecting new configurations to try. However,
many black-box auto-tuning techniques have difficulty scal-
ing to high dimensions and can take a long time to converge
on good solutions [61]. Therefore, the problem of dealing
with the vast number of storage-parameter configurations re-
mains largely unsolved.

In machine learning and information theory, dimensional-
ity reduction is often applied to explosively sized datasets [,
48]. We believe it can also be applied to storage-parameter
selection. Previous research has reported that certain stor-
age parameters have greater impact on performance than
others [11]. By eliminating the less important parameters,
and ordering parameters by importance, the parameter search
space—and thus the number of configurations that need to be
considered by either humans or algorithms—can be reduced
significantly [28].

Evaluating a single storage configuration is time consum-
ing, and a thorough analysis requires many configurations to
be explored; these evaluations can span days or even months.
One purpose of a storage parameter-selection algorithm is to
be able to pick important parameters by evaluating only a
small number of configurations, yet still select the important
parameters with high accuracy.

In this paper, we propose Carver, which efficiently selects
a subset of important storage parameters. Carver consists
of three components: 1) a variance-based metric to quantify
the importance of a storage parameter; 2) a sampling method
to intelligently pick a small number of configurations rep-
resenting the whole parameter space; and 3) a greedy al-
gorithm to select important parameters. Carver outputs a
set of selected important parameters; these can be used as
pre-selected parameters for auto-tuning algorithms, as well
as helping human experts better understand the behaviors of
targeted storage systems. As shown in Section 5, the afore-
mentioned three components give Carver the ability to select
a near-optimal subset of important parameters by exploring
relatively few configurations. With this efficiency, Carver
could complete its parameter selection in a relatively short
period of time in a real deployment.

Carver was thoroughly evaluated on (publicly available)
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experimental data collected from our previous work [11],
in which we conducted benchmarks on 7 file systems un-
der 4 workloads over a time span of around four years. In
that work, for each file system we picked 8-10 frequently
tuned parameters and evaluated all possible storage configu-
rations resulting from changing the values of these selected
parameters. We collected I/O throughput and latency data
throughout the evaluation. The data set consists of more than
500,000 benchmark runs (data points) in total. One advan-
tage of having collected the datasets from the whole configu-
ration space is that they can be used as the ground truth when
testing Carver with only a small subset of configurations.

With the collected datasets, we first confirmed that cer-
tain parameters have more impact on system throughput or
latency than other parameters, using Carver’s proposed im-
portance metric. We found that in all datasets there is always
a small set of parameters that have significantly more impact
on throughput than all the others. For example, under a File-
server workload, the two most important parameters for Ext4
were Journal Option and I/O Scheduler. We also observed
that the set of important parameters varies with different
workloads. In the same Ext4 example, the two most impor-
tant parameters became Block Size and Inode Size when the
workload changed to Dbserver. We also demonstrated that
our variance-based metric can always find a near-optimal set
of important parameters in these datasets.

We then demonstrated Carver’s efficiency in identifying
important parameters by applying it to different measure-
ments, such as I/O throughput and latency. Carver can easily
be extended and applied equally well to other quantifiable
objectives such as energy consumption, and even compos-
ite cost functions [41]. In our evaluation, Carver uses Latin
Hypercube Sampling (LHS) as the sampling method. LHS
allows Carver to identify the set of important parameters us-
ing a small number of experimental runs that explore only a
fraction of all configurations. For instance, among all 1,000
repeated runs, Carver was able to find the two most impor-
tant parameters for Ext4 using only 0.4% of the evaluation
results. We believe Carver’s efficiency in finding the most
important parameters quickly and accurately is critical and
promising, since (1) it can be applied to new storage systems
or environments, and (2) the parameters it identifies can then
be used by storage administrators or auto-tuning algorithms
to further optimize the system.

The three key contributions of this paper are:

1. We provide a thorough quantitative analysis of the ef-
fects of storage parameters on system performance, for
7 different file systems across 4 representative work-
loads.

2. We propose Carver, which uses a variance-based metric
of storage-parameter importance and Latin Hypercube
Sampling to drive a greedy algorithm that can identify

the most important parameters using only a small num-
ber of experimental runs.

3. We thoroughly evaluated Carver’s ability to identify
important parameters in terms of I/O throughput and
latency. We demonstrated that Carver successfully
chose a near-optimal set of important parameters for all
datasets used.

2 Motivation

In this paper, we define a storage system as the entire storage
stack from file systems to physical devices, including all in-
termediate layers. Storage systems have many configurable
options that affect their performance [10, 66], energy con-
sumption [59], reliability [63], etc. We define a parameter
as one configurable option, and a configuration as a com-
bination of parameter values. For example, Ext4’s Journal
Option parameter can take three values: data=writeback,
data=ordered, and data=journal. Based on this, [jour-
nal=“data=writeback”, block_size=4K, inode_size=4K] is
one configuration with three specific parameter values (Jour-
nal Option, Block Size, and Inode Size). The list of all possi-
ble (legal) configurations forms a parameter space.

Storage systems usually come with many configurable pa-
rameters that control and affect their overall behavior. An
earlier study [59] showed that tuning even a tiny set of pa-
rameters could improve performance and energy efficiency
by as much as 9x. However, tuning storage systems is not
an easy task; we believe its challenges arise from at least the
following four aspects:

1. Large parameter spaces. Storage systems are com-
plex, incorporating numerous file system types [21,37,
56, 65], devices [1, 2, 26, 33,46, 73], and intermediate
layers [52,54]. They often span large networks and
distributed environments [6, 23, 30, 57]. Modern stor-
age systems have hundreds or even thousands of tun-
able parameters—and networks are also parameterized.
Worse, evaluating a single configuration can take many
minutes or even hours, making experimental tuning un-
usually time-consuming.

2. Nontransferable tuning results. Evaluation results de-
pend on the specific environment, including the hard-
ware, software, and workload [10,11,59]. A good con-
figuration for one setup might perform poorly when the
environment changes even slightly [60].

3. Nonlinear parameters. A system is nonlinear when
the output is not directly proportional to the input.
Many computer systems are nonlinear [16], including
storage systems [66]. This makes traditional regression-
based analysis more challenging [50, 58].

4. Discrete and non-numeric (categorical) parameters.
Some storage parameters are continuous, but many are
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discrete and take only a limited set of values. Worse,
some are categorical (e.g., the I/O scheduler name or
file system type). Many optimization techniques per-
form poorly on discrete values, and often cannot ad-
dress categorical values efficiently or at all [24,49].

Given these challenges, manually tuning storage systems
becomes nearly impossible, and automatic tuning can be
computationally infeasible. Recent efforts have used black-
box optimization techniques to auto-tune storage configura-
tions [11,40], addressing several of the above challenges and
achieving useful performance improvements. However, we
believe that the challenge of tuning storage systems is far
from being solved. It has been shown that several of these
black-box optimization techniques have scalability problems
in high-dimensional spaces [61]. Therefore, directly apply-
ing them to tuning systems with hundreds or thousands of
parameters would be difficult.

In machine learning and information theory, dimensional-
ity reduction is a common technique for coping with large-
sized datasets [5,48]. If it can be applied in storage systems,
it will significantly reduce the search space [28], making it
easier for humans or algorithms to tune storage systems.

Previous work has reported that not all storage parameters
have an equally important performance impact: a few have
much greater effect than others [11]. We observed similar
trends from our collected datasets. Figure 1 demonstrates
the impact of the parameters Block Size and I/O Scheduler
on the throughput of an Ext4 file systems under a typical
file server workload. Each boxplot in the figure represents a
median and range of throughput that any Ext4 configuration
can produce after fixing the value of one parameter (shown
on the X axis). We see that setting the I/O Scheduler to dif-
ferent values (blue bars) makes little difference, resulting in
nearly equal medians and ranges of throughput. However,
setting the value of Block Size has a greater impact on both
the median and the throughput range; specifically, to reach
the maximum throughput, Block Size must be set to 4K. Al-
though choosing a large Block Size is a decision that may
be obvious to an expert, we have made similar observations
in other storage systems and with different workloads. This
naturally led us to investigate how we can quantify the im-
pact or importance of each storage parameter, and how we
can select important parameters efficiently.

3 Dimensionality Reduction in a Nutshell

In this section we briefly discuss some commonly applied
approaches to dimensionality reduction, and argue that some
metrics are not suitable for quantifying storage parameters’
importance. Note that different disciplines might use some-
what different terminology than storage systems. For exam-
ple, parameters are analogous to features in machine learn-
ing, independent variables in regression analysis, and dimen-
sions in mathematics; optimization objectives can be called
dependent variables or target variables. When discussing
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Figure 1: Range of throughput after fixing the value of one param-
eter. Red bars represent setting the block size to 1K, 2K, or 4K,
respectively, while blue bars represent setting the 1/0 scheduler to
noop, cfq, or deadline.

different techniques (Section 3), we use the field-appropriate
terms.

Many approaches have been proposed to address the curse
of dimensionality, which refers to the fact that data be-
come sparse in high-dimensional spaces and thus make al-
gorithms designed for low-dimensional spaces less effective.
Dimensionality-reduction approaches can be generally sum-
marized into two categories: feature extraction and feature
selection [25,39].

Feature extraction refers to projecting high-dimensional
data into low-dimensional spaces; the newly constructed fea-
tures are usually linear or nonlinear combinations of the orig-
inals. Common feature-extraction methods include Princi-
pal Component Analysis (PCA) [62], Independent Compo-
nent Analysis [29], and Linear Discriminant Analysis [47].
One major drawback of feature extraction is that the physical
meaning of each feature is lost by the projection and the non-
linear combination of many dimensions into fewer ones [39].
Common feature-extraction techniques thus conflict with our
goal in this paper, which is to select a few original storage
parameters that can be understood and interpreted.

Conversely, feature selection directly selects a subset of
features from the original ones, with the intention of find-
ing only those that are important. Feature-selection methods
can be classified as supervised or unsupervised [39]. Unsu-
pervised feature selection, such as Principle Feature Anal-
ysis [43], chooses a subset that contains most of the essen-
tial information based on relationships among features. It
does not consider the impact of features on optimization ob-
jectives during the selection phase. In contrast, supervised
feature selection chooses a subset that can discriminate be-
tween or approximate the target variables. Examples include
Lasso [68] and decision-tree based algorithms [31]. Since
we are interested in finding parameters that have significant
impact on our optimization objectives, such as I/O through-
put, supervised feature selection best fits our needs.

Several intrinsic properties of our project also limit our
choice of feature-selection methods. Many storage parame-
ters are discrete or categorical (see Sections 2 and 5.1). The
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performance of storage systems is usually presented as I/O
throughput or latency, which are continuous. Therefore, an
ideal feature-selection method should work with categori-
cal features and continuous targets. Although there are dis-
cretization techniques that can break continuous target vari-
ables into discrete sections, feature-selection results depend
heavily on the quality of discretization [39]. One common
approach for dealing with categorical features is to trans-
form each of them into dummy binary parameters that take
values of 0 or 1. For instance, io_scheduler with three pos-
sible values (noop, deadline, and cfg) can be converted into
three binary features: “io_scheduler = noop”, “io_scheduler
= deadline”, and “io_scheduler = cfq”. All the binary fea-
tures can take on values O or 1. This approach is unsatisfac-
tory because it selects the individual binary features instead
of the original categorical ones. Moreover, converting a cat-
egorical parameter with N values into N separate binary pa-
rameters would expand the parameter space exponentially.
For this reason, we feel that Lasso [68] is not suitable for
our problem, even though it has been successfully applied
to selecting important knobs in databases [70]. Although
Group Lasso has been proposed to partially address this defi-
ciency [14,34,74], the computational cost of the Lasso-based
methods is still high [39].

Another popular category of feature-selection methods
has been built upon information theory [8,20,31,39]. These
approaches usually define a metric for the homogeneity of the
target variable within certain subsets. Commonly used met-
rics include Gini impurity [39] and Entropy [5] for discrete
target variables, and Variance [7] for continuous variables.
In this paper we propose Carver, which applies a variance-
based metric for parameter importance, as described in Sec-
tion 4.1.

4 Design of Carver

In this section we detail the design of Carver. Carver con-
sists of three components: 1) a variance-based metric for
measuring storage parameters’ importance (Section 4.1), 2) a
sampling method to select a small number of configurations
from huge parameter spaces—in this paper using Latin Hy-
percube Sampling (Section 4.2), and 3) a greedy algorithm
for finding important parameters (Section 4.3). A good sam-
pling method allows Carver to select a near-optimal subset
of important parameters while having to evaluate relatively
few configurations. In this section we use throughput as an
example of the target (objective) variable, but Carver is also
applicable to many other metrics.

4.1 Measuring Parameter Importance

Carver uses a variance-based metric to quantify storage-
parameter importance. The variance of a set S’ of storage

configurations is defined as usual:

Var(S) = ‘—; z:(yZ — )2, (1)

where y; is the throughput of the i-th configuration; is
number of configurations in .S; and y is the average through-
put within S. Inspired by CART (Classification and Regres-
sion Trees) [7], we use the reduction in variance to measure
parameter importance. We extend CART’s original defini-
tion to support categorical parameters taking an arbitrary but
finite number of values, as compared with only two in CART.

We define the parameter importance PI of a parame-
ter P that can take a finite number of categorical values,

{pla "-apn}7n > 1, as:

PI(P) = Var(S ar(Sp=p,) (2

Z |SP pl

|5
Here S is the original set of configurations, and Sp—,, is
the subset of configurations with the parameter P taking the
value p;. Intuitively, an important parameter P divides a set
S of configurations into multiple subsets, and the weighted
sum of variances within each subset should be much smaller
than the variance of .S. Thus, a high PI indicates a parameter
that has a significant effect on performance.

The variance-based metric defined in Carver uses a greedy
approach, where the next important parameter will be picked
by calculating its importance when fixing the values of previ-
ously selected parameters. Therefore, for parameter ) with
a total of m possible categorical values {q1, ..., ¢m},m > 1,
we define the conditional parameter importance for @, given
P =pas:

CPI(QIP = p) =

So=q; P=
Var(Sp=p) — Z |C|QSZJ’PP Var(Sg—q, 1 p=p) )
j=1 =P

where Sg—,, p=p denotes the set of configurations with pa-
rameters P and () taking values p and g;, respectively. Sim-
ilar to Equation 2, given P = p, the next most important
parameter () divides Sp—,, into multiple subsets, and if @
is important then the weighted sum of variances within each
subset will be much smaller than variance of Sp—,. To re-
move the restriction to a given value p, we define CPI(Q|P)
as the maximum of CPI(Q|P = p;) over all possible values
p; € {p1,...,pn} that parameter P can take:

CPI(Q|P) = max CPI(Qlp = p:) )

Note that in this paper we use only variance-based metrics
to measure parameter importance and select the most criti-
cal subset. We leave storage-performance prediction, which
requires a large amount of training data [71], for future work.
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4.2 Sampling

Given the large parameter space and the time needed to eval-
uate a single storage configuration, we must limit the num-
ber of experimental runs required to select important pa-
rameters. Therefore, Carver needs an exploratory method
that can cover the space uniformly and comprehensively, yet
sparsely. In this work, we chose Latin Hypercube Sampling
(LHS) [45].

LHS is a stratified sampling method [13]. In two dimen-
sions, a square grid containing samples is a Latin Square iff
there is only one sample in each row and each column. A
Latin Hypercube is the generalization of a Latin Square to
higher dimensions, where each sample is the only one in each
axis-aligned hyperplane containing it [36]. LHS has been
shown to be more effective in exploring parameter spaces
than random sampling [45] and Monte Carlo sampling [15].
It has been successfully applied in sampling configurations
of storage [27] and cloud systems [42].

Previous work has also applied Plackett-Burman (P&B)
Design [53] to evaluate the impact of parameters in storage
benchmarks [51] and databases [18]. However, P&B design
requires each parameter to have only two possible values,
and the target variable must be a monotonic function of the
input parameters. Neither requirement holds in our problem.

We demonstrated that LHS enables Carver to pick impor-
tant storage parameters with only a small number of evalua-
tions; see Section 5.4.

4.3 Parameter-Selection Algorithm

Based on our proposed measurements of parameter impor-
tance and on Latin Hypercube Sampling (LHS), the pseudo-
code for Carver’s parameter-selection algorithm is as fol-
lows:
Algorithm 1 Parameter Selection
Input: P: set of parameters, S initial set of configurations;
stop(S, selected): user-defined stopping function.
selected + {}
S* + LHS(S)
repeat
p* « argmax CPI(p|selected),p € P
selected.insert(p*)
P.remove(p*)
until stop(S, selected) is true or P is empty
Output: selected

In this algorithm, Carver takes a set of initial parameters
and configurations. It first uses LHS to pick a small number
of configurations and evaluates them. Carver then greedily
selects the current most important parameters based on the
evaluation results for the selected configurations. The most-
important parameter is selected based on the highest param-
eter importance value. Carver fixes the value of the most
important parameter and calculates the conditional param-
eter importance (CPI) values for the remaining parameters;

the parameter with the highest CPI is selected as the second-
most important. Carver continues evaluating important pa-
rameters by fixing the values of previously selected parame-
ters, until the stop function returns true. A naive stop func-
tion could be sizeof(selected) > N, which would select
the N most important parameters. An alternative variance-
based stopping function might stop when the variances of
subsets of configurations (given the current selected parame-
ters) are below a certain threshold «J. This stopping condition
indicates that by setting the values of the selected parame-
ters, the system throughput already falls into a small enough
range that there is little potential gain from additional tun-
ing. In our experiments, we applied this idea and used the
Relative Standard Deviation (RSD) [13], or Coefficient of
Variation, to define our stopping condition. The RSD of a
set S of configurations is defined as:

1 [Var(S)
RSD(S) = Vo1

&)

where NNV is the number of configurations and p is the mean
throughput of configurations within S. We chose RSD be-
cause it is normalized to the mean throughput and is repre-
sented as a percentage; that way the same threshold can be
used across different datasets. We used a threshold of 2% in
our experiments; as seen in Section 5, parameters selected
by this criterion gave us near-optimal and stable throughput.

5 Evaluation

In this section we detail our evaluation of Carver. We
first cover the experimental settings we used for collecting
datasets in Section 5.1. Section 5.2 provides an overview
of storage-parameter importance using our variance-based
metric. Section 5.3 demonstrates that the subset of impor-
tant parameters selected by Carver’s importance metric is
near-optimal. We show the efficiency of Carver’s parameter-
selection algorithm in Section 5.4, from multiple perspec-
tives.

5.1 Experiment Settings

To thoroughly study the problem of storage parameter se-
lection and evaluate Carver, we used datasets originally col-
lected for our previous work [11]. The whole dataset con-
sists of more than half a million benchmark results on typical
storage systems. We describe the experimental settings and
collected datasets in this section.

Hardware. We performed experiments using several Dell
PE R710 servers, each with two Intel Xeon quad-core
2.4GHz CPUs, 24GB RAM, and four storage devices: two
SAS HDDs, one SATA HDD, and one SSD. Ubuntu 14.04
was installed on all machines with Linux kernel 3.13. We
denote this configuration as S1. We also collected several
datasets on a slightly different configuration, S2, where we
used the GRUB boot loader to limit the available memory to
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4GB. We explain the reasons for this change below. We also
upgraded the system to Ubuntu 16.04 with kernel 4.15. Ex-
periments on S2 were only conducted on the SSD, given the
increasing use of SSDs in production systems.

Workload. We benchmarked storage configurations with
four common macro-workloads generated by Filebench [3,
67]:

1. Mailserver mimics the I/O workload of a multi-
threaded email server;

2. Fileserver emulates a server hosting users’ home direc-
tories;

3. Webserver emulates a typical static Web server with a
high percentage of reads; and

4. Dbserver mimics the behavior of an Online Transaction
Processing (OLTP) database.

Before each experimental run, we formatted and mounted
the storage devices with the selected configuration. In set-
ting S we chose Filebench’s default workload profiles, lim-
iting the working-set size so we could evaluate more config-
urations within a practical time period. We call those pro-
files Mailserver-default, Fileserver-default, etc. Our previ-
ous study’s goal, which applies to this work as well, was
to allow us to explore a large set of parameters and values
quickly. By evaluating each configuration once, saving the
results, and later looking them up in our database, we could
test Carver in seconds instead of waiting for several hours to
run the benchmarks selected by Algorithm 1. Clearly, a real-
world deployment would not have such a database available
and a search for the most important parameters would require
running actual benchmark tests, each of which would take
significant time. However, as shown in Section 5.4, Carver
tests few enough configurations that even these experiments
can be completed in a short time, ranging from a few hours
to a few days. An additional benefit of the full database
is that we were able to compare configurations found by
Carver with the true best configuration found by our com-
plete datasets.

Because we wanted our database to record results of as
many experiments as possible, we decided to trade off a
smaller working set size in favor of increasing the number
of configurations we could explore in a practical time pe-
riod. Our experiments demonstrated a wide range of perfor-
mance numbers and are suitable for the purpose of studying
storage-parameter importance. As shown in Table 2, storage
parameters do have a wide range of importance under these
workloads. We first ran each workload for up to 2 hours
to observe its behavior, and then chose a running time long
enough for the cumulative throughput to stabilize; we found
100 seconds sufficient for this purpose. In setting S2, we in-
creased the working-set size to 10GB and the running time

to 300 seconds, but used relatively fewer total configura-
tions, which we denote Mailserver-10GB, Fileserver-10GB,
etc. The RAM size was set to 4GB in S2 so that the bench-
mark working set could not fit into memory completely, thus
forcing more I/Os.

Parameter space. To evaluate our parameter-selection al-
gorithm, we ideally want our parameter spaces to be large
and complex. Considering that evaluating storage systems
takes a long time, we decided to experiment with a reason-
ably sized set of frequently studied and tuned storage pa-
rameters. We selected them in close collaboration with sev-
eral storage experts who have either contributed to storage-
stack designs or have spent years tuning storage systems in
the field. We chose seven Linux file systems that span a
wide range of designs and features: Ext2 [12], Ext3 [69],
Ext4 [21], XFS [65], Btrfs [56], Nilfs2 [35], and Reiserfs [55].
We experimented with various types of parameters, includ-
ing file-system formatting and mounting options and some
Linux kernel parameters. Table 1 lists all our file systems,
their (abbreviated) parameters, and the number of possible
values that each parameter can take. Note that under S7 we
conducted benchmarks on four storage devices, and we treat
the device as one of the parameters. Under S2 we focused
on Ext4 and XFS experiments with an SSD, but evaluated a
wider variety of parameters. Cells with “~” mean that the pa-
rameters are inapplicable for the given file system. Cells with
“dfit” mean we used the default value for that parameter, and
so that parameter was not considered during the parameter-
selection phase. Note that the total number of configurations
for each file system does not necessarily equal the product
of the number of parameter values, because some parameter
combinations are invalid (e.g., in Ext4 the inode size cannot
exceed the block size). The total number of configurations
across all datasets is 29,544. We ran all configurations in
each parameter space under four workloads. We repeated
each experiment at least three times to get a stable and rep-
resentative measurement of performance. Over a time span
of more than two years, we collected data from more than
500,000 experimental runs.

Although we have been collecting benchmarking data over
a time span of 4 years, we focused on one dataset at a time,
where we benchmarked one file system on the same hard-
ware under the same workload. Each dataset’s collection
took 1-2 months. Therefore, there may be minor hardware
wear-out effects. We repeated each experiment for at least 3
runs, and made sure the variation among the results of these
repeated runs were acceptable [10]. We used the average
throughput and latency numbers among repeated runs when
evaluating Carver.

5.2 Parameter Importance: an Overview

We have collected experimental data from 9 different param-
eter spaces (Table 1) under 4 representative workload types.
Having the complete datasets allowed us to accurately cal-
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Set-| File |BIk|Inode|Block|Jour-|Flex|Read-| XY > |Alle|LogiLog| N de|Spec| Atime| 170 | P | Drty
ting | System |Size| Size | Grp | nal |Grp |ahead Sctr| Grp| Buf | Buf Size| Size | Opt | Opt |Schd Bg Ratio Dev | Total
Size | Cnt | Cnt |Size Ratio

S1| Ext2 | 3 7 6 - - - - -1 =-1-=-1- - - 2 3 | dfit | dfit | 4 |2,208
S1| Ext3 | 3 7 6 3 - - - -1 =-1=-1= - - 2 3 | dfit | dfit | 4 |6,624
S1 | Ext4 3 7 6 3 dfit | dfit - - - - - - - 2 3 dfit | dfit 4 16,624
S1| XFS | 3 5 - - - — | dfit| 9 |dfit|dfit|dfit| - - 2 3 | dfit | dfit | 4 {2,592
S1| Btrfs | — 5 - - - - S T I 3 4 2 3 | dfit | dfit | 4 288
S1 | Nilfs2 | 3 9 2 - - - - - - - - - 2 3 dfit | dfit 4 1,944
S1 |Reiserfs| dfit | - - 3 - - - - -1 -1 - - 2 2 3 dfit | dfit | 4 192
S2| Ext4 | 3 3 dfit 3 3 3 S T I - - | dfit 3 2 3 |SSD|3,888
S2 | XFS 3 2 - - - - 3 4 2 2 2 - - dfit 3 2 3 [SSD|5,184

Table 1: Details of parameter spaces.

Each cell gives the number of settings we tested for the given parameter and file system; empty cells

represent parameters that are inapplicable to the given file system and “dflt” represents those that were left at their default setting. We
evaluated 29,544 configurations in total under four workloads, and each experiment was repeated 3+ times.

culate and evaluate the importance of different storage pa-
rameters, which serves as the ground truth when evaluating
Carver’s parameter-selection algorithm, whose goal is to ex-
plore only a small fraction of the parameter space yet find the
same subset of important parameters as if we had explored
it all. In this section, we first provide an overview of the
importance of storage parameters.
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Figure 2: Top 3 most important Ext4 parameters under S1,
Fileserver-default. The most important parameter is measured by
its PI; the second and third parameters are evaluated by their CPI
given higher-ranked parameters. The Y-axis scales in the three sub-
figures are different.

Figure 2 shows the three most important parameters for
Ext4 under SI, Fileserver-default. The parameter with the
highest importance was evaluated and selected by its Pa-
rameter Importance (PI), as defined in Section 4.1. The
second most important parameter was chosen by its Con-
ditional Parameter Importance (CPI) given the most impor-
tant one, in this case CPI(X |journal). Similarly, the 3
most important parameter was evaluated by comparing its
CPI(X |journal, device). Note that the Y-axis scales in the
three sub-figures are different (but higher is always better).
The X axis shows the Ext4 parameters that we experimented
with. As shown in the top subfigure in Figure 2, Journal Op-
tion turns out to be the most important parameter for Ext4
under S/, Fileserver-default. It has the highest variance re-

duction, 2.7x107. In comparison, the PI of Device is around
106, while all other parameters are under 5 X 104. Similarly,
the second and third most important parameters are Device
and Block Size, respectively, both with a much higher CPI
value than other parameters.

We discovered that parameter importance depends heavily
on file system types and on the running workload. Table 2
lists the top 4 important parameters for Ext4, XFS, and Btrfs
under various workload types; the column header #N identi-
fies the N™ most important parameter. We also applied the
stopping criterion described in Section 4.3. Cells marked as
“~" here indicate that no parameter gave a large reduction in
variance, and thus no parameter was considered important.
To avoid cluttering the paper, we only list 3 file systems un-
der 4 workloads here, and we show only the top 4 ranked
parameters under each case.

As we can see in Table 2, the important parameters are
quite diverse and depend significantly on the file system
types and workloads. For Ext4 under S2 and Dbserver-
10GB, the top 4 ranked parameters are Block Size, Inode
Size, I/O Scheduler, and Journal Option. When the work-
load changes to Webserver-10GB, the top 4 parameters be-
come Inode Size, Flex BG, Block Size, and Journal Option.
For Fileserver-10GB under Ext4, we found only three im-
portant parameters, indicating that fixing the values of these
three parameters already resulted in quite stable throughputs;
we discuss this observation in more detail in Section 5.3. We
found similar results on XFS: the values and number of im-
portant parameters depended heavily on the workloads. In-
terestingly, for Btrfs under S1, Webserver-default, we did
not find any important parameters. That is because the
Webserver-default workload consists primarily of read op-
erations, and the default working-set size used by Filebench
is small. All Btrfs configurations actually produce quite sim-
ilar throughput under Webserver-default. For this reason, we
also collected datasets from workloads with a much larger
working-set size (10GB), denoted as S2.
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Setting Workload File System | Parameter #1 | Parameter #2 Parameter #3 Parameter #4
S2 Fileserver-10GB Ext4 Journal Option | I/O Scheduler Inode Size -
S2 Dbserver-10GB Ext4 Block Size Inode Size I/0O Scheduler Journal Option
S2 Mailserver-10GB Ext4 I/0 Scheduler Inode Size Journal Option Block Size
S2 Webserver-10GB Ext4 Inode Size | Flex Block Group Block Size Journal Option
S2 Fileserver-10GB XFS I/0 Scheduler Inode Size Allocation Group Count -
S2 Dbserver-10GB XFS Block Size Log Bufter Size Dirty Ratio Alloc Group Count
S2 Mailserver-10GB XFS Inode Size I/0 Scheduler Log Buffer Size Allocation Size
S1 Fileserver-default Btrfs Special Option Inode Size Device -
S1 Mailserver-default Btrfs Inode Size Device - -
S1 Webserver-default Btrfs - - - -

Table 2: Top-ranked important parameters for various file systems. The column header #N identifies the N most important parameter.

5.3 Evaluating The Greedy Algorithm

In Section 5.2 we used Carver’s variance-based metric to
pick a set of important parameters for our datasets. However,
we must also establish that the selection results are good, i.e.,
whether there exists another set of parameters, with equal
or smaller size, that can lead to an even narrower range of
throughput. We demonstrate the effectiveness of Carver’s
variance-based metric in this section.
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Figure 3: Impact of parameters on performance and stability (Ext4,
S1, Fileserver-default). Each dot represents a set of configurations
created by fixing N parameters, where different dot sizes and colors
are used for different values of N. Performance is measured by the
average throughput (X axis) of all possible configurations within
each set; stability is measured by the relative standard deviation (Y
axis; lower is better) of the throughput within each set.

Figure 3 shows the results for Ext4 under S/, Fileserver-
default, where each point represents a set of configurations
that fixes the values of NV parameters. For N = 1, we have
28 points, which equals the sum of possible value counts for
each parameter, as shown in Table 1. There are 374 points
for N = 2. We use different point colors and sizes for differ-
ent numbers of parameters. We only plot up to N = 2 here;
we extend to N = 4 in Figure 4. Larger points are used for
smaller IV values, since fixing fewer parameter values would
result in a larger number of usable configurations. For exam-
ple, fixing journal_option = ordered in our datasets leads to a
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Figure 4: A zoom into the bottom-right part of Figure 3 (the “best”
quadrant), with points for N = 3,4 added. Plotted points show
either the highest average throughput or the lowest relative stan-
dard deviation among all configurations gotten by fixing the values
of N parameters. The labels around the dots show the correspond-
ing fixed parameter values. The parameter values are ordered by
(Journal Option, Device, Block Group, and Inode Size). The tri-
angle marks the point achieved by fixing the values of parameters
selected by Carver.

set of 2,208 configurations; fixing journal_option = ordered,
device=ssd reduces that number to 552.

In Figure 3, performance is measured by the average
throughput within each set of configurations, as presented on
the X axis. The Y axis shows the stability of each set, mea-
sured by the Relative Standard Deviation (RSD) of through-
put within the set. We chose to use the RSD rather than
variance because the figure shows sets of varying numbers
of configurations; RSD is normalized by the configuration
count and the average throughput, and thus is easier to com-
pare. If a set of parameters is important, it should ideally
lead to a larger average throughput and lower RSD; therefore
the best points should cluster in the bottom-right quadrant of
Figure 3. As we can see from that figure, fixing just one
parameter value (purple dots) causes the mean throughput
to range from 2.5Kops/s to around 15Kops/s, and the RSD
ranges from around 7% to 76%. The upper-left purple point
(2,500, 76%) represents the configurations achieved by set-
ting Journal Option to journal. The other two points, repre-
senting Journal Options of ordered and writeback, turn out
to be the best among all purple points. Both are seen near
the bottom right with mean throughput of around 15K and
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Figure 5: Carver’s ability to correctly find the top 3 important parameters within small portions of the dataset. The X1 (bottom) axis (loga
scale) shows the percentage of the dataset that was used; for each percentage we ran Carver 1,000 times on different, random LHS-compatible
subsets of that size. The X2 (top) axis (log2) shows the running time that would be needed to benchmark the selected configurations. We
used the PI calculated from the whole dataset as ground truth. The Y axis shows the percentage of runs that were able to correctly find the
important parameters. The solid, dashed, and dotted lines show the results for finding the parameters ranked 1%, 2" and 37, respectively.
Note that although Btrfs required a larger percentage of the dataset, the absolute numbers are similar in both figures, and the running times

for Btrfs are shorter (see text).

an RSD value of 7%. Clearly, the Journal Option parame-
ter has the highest impact on performance; setting it to an
improper value could lead to low throughput and high RSD,
while setting it correctly provides significant benefits. The
points with N = 2 form several clusters. All points with
mean throughput less than 9K result from setting Journal
Option to journal (and with another parameter set to various
valid values). Conversely, all points with mean throughput
larger than 14K result from a Journal Option of ordered or
writeback. Journal Option is actually the most important pa-
rameter selected by Carver (as seen in Table 2).

To probe this question further, we zoomed into the bottom-
right part of Figure 3 and added points for N = 3 and
N = 4, as shown in Figure 4. The X and Y axes are similar
but with narrower ranges (and the X axis starts at 14K). The
label “Max” on the X axis, with a small tick mark, shows
the global maximum throughput of all Ext4 configurations
within the parameter space. For each N, we plotted only
the point(s) with the highest average throughput or lowest
RSD. The labels around each point show the associated pa-
rameter values, ordered by (Journal Option, Device, Block
Group, and Inode Size). The black triangle marks the point
with highest mean throughput, gotten by fixing the values of
the three most important parameters selected by Carver. For
N =1, the best two points resulted from setting Journal Op-
tion to either ordered or writeback. These two points overlap
with each other in this figure, as they share nearly identical
mean throughput and RSD values. Only one point is plot-
ted for N = 2, since the point (journal_option=ordered, de-
vice=ssd) shows both the highest throughput and the lowest
RSD among all N = 2 points; the same is true for N = 3.
For N = 4, the left red point shows the lowest RSD value
while the right red point shows the highest average through-
put. In Figure 4, the top three parameters selected by Carver
are Journal Option, Device, and Block Size. By setting the

values of these three parameters, the best average throughput
(denoted as a triangle in Figure 4) is quite close to the global
best average throughput achieved by fixing 3 parameter val-
ues (blue point). By comparing the two sets of parameters,
we can see that Carver successfully identified the top 2 im-
portant parameters; the final average throughput and relative
standard deviation achieved by the selected top 3 parameters
are quite close to the global optimum. We believe the differ-
ence in the 3™ selection is due to two reasons:

1. In Carver, the definition of parameter importance fo-
cuses on measuring the impact of the parameter on
performance, which can be either positive or negative.
When discussing “optimality” in Figure 4, we only con-
sidered positive impacts.

2. Carver stops after selecting 3 parameters, as the RSD
has already dropped below our 2% threshold at that
point. If we removed the stopping criterion, the 4" pa-
rameter that Carver would select would be Block Group,
which aligns with the globally optimal set of top 4 pa-
rameters, denoted as red dots in Figure 4.

5.4 Carver: Evaluation

All evaluations and analysis in Section 5.2 and 5.3 were con-
ducted on the complete dataset of all possible parameter con-
figurations. However, collecting such datasets for storage
parameters is usually impractical, given the challenges dis-
cussed in Section 2. One design goal of Carver is to select
important parameters while evaluating only a small fraction
of configurations. Carver does so by utilizing Latin Hyper-
cube Sampling (LHS), which has been effective in exploring
system parameter spaces [27,42]. We demonstrate the ef-
fectiveness of Carver’s parameter-selection algorithm from
the following two perspectives: selecting important parame-
ters for I/O throughput (see Section 5.4.1) and latency (see
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Section 5.4.2).

5.4.1 Selecting Important Parameters for
Throughput

A critical question is whether Carver can reliably find the im-
portant parameters of a system, and how many experimental
runs are necessary to do so. To answer this question, we used
our entire dataset of experimental runs on Ext4, Fileserver-
default and Btrfs, Fileserver-default to represent the “ground
truth” of which parameters matter. For Ext4, Fileserver-
default, the top 3 important parameters are Journal Option,
Device, and Block Size. For Btrfs, Fileserver-default, they
are Special Option, Node Size, and Device.

We then tested Carver by repeatedly choosing a random
subset of the full dataset, simulating a real-world environ-
ment in which an experimenter would use LHS to choose
configurations to test, and then using the results of those tests
to identify important parameters. In all cases we constrained
the random subset to be compatible with Latin Hypercube
Sampling (LHS), as our hypothetical investigator would do,
and tested whether Carver correctly located the first, second,
and third most important parameters. We varied the size of
the subsets as a percentage of the entire dataset and ran 1,000
iterations of each trial (with different random subsets).

Figure 5 presents the results of running these experiments.
The X1 (bottom) axis shows the percentage of the whole
dataset that was used by Carver, and is in log, scale. The
X2 (top) axis shows the actual running time for benchmark-
ing the selected configurations, and is also in log, scale. The
Y axis shows the fraction of runs that successfully found the
same important parameters as the ground truth. The solid,
dashed, and dotted lines show the results of finding the 1%,
2" and 3" most important parameters, respectively.

Figure 5(a) shows that even with only 0.1% of the dataset
(7 configurations), Carver has a 60% probability of correctly
identifying the most important parameter. When using 0.4%
(26), Carver was able to find the 1% and 2" ranked parameter
in 100% and 99.8% of the 1,000 runs, respectively. Setting
the values of the most important two parameters would al-
ready produce high average throughput (97% of the global
optimum) with high stability (2% of RSD), as shown in Fig-
ure 4. The chance of correctly selecting the third most impor-
tant parameter increases with the percentage of the dataset
used by Carver. With 1% (67) of the dataset, the probability
of correctly finding the 3™ parameter is around 50%, while
sampling 5% (331) successfully identifies the 3™ parameter
in all 1,000 runs.

For Btrfs, shown in Figure 5(b), Carver needed a larger
fraction of the dataset to make correct selections. This is
because Btrfs has only 288 configurations, compared with
6,624 for Ext4. Yet by evaluating only 16% (45) of all con-
figurations, Carver found the 1% and 2" parameters with
greater than 80% probability. Carver identified the 3 pa-
rameter in more than 80% of runs with 31% (90) sampled.
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Figure 6: Carver’s ability to correctly find the top 3 important pa-
rameters for the latency metric within small portions of the dataset.
Experimental settings, graph axes, and legends are the same as in
Figure 5.

5.4.2 Selecting Important Parameters for La-
tency

To further evaluate Carver’s effectiveness in selecting impor-
tant parameters, we collected datasets with latency metrics.
The experimental settings were the same as described in Sec-
tion 5.1. We ran the Fileserver workload on the Ext4 config-
uration with S2 settings (see Table 1). Instead of using the
average 1/0O throughput reported by Filebench, we now used
the average latency. Due to a limitation in Filebench’s cur-
rent implementation, it is difficult to collect and calculate
accurate tail latency numbers, such as the 9gth percentile, so
we leave parameter selection for tail latency as future work.

Figure 6 shows the evaluation results of selecting impor-
tant parameters using the latency metric. The X axis, Y axis,
and legends remain the same as in Figure 5. As shown by
the red line, with barely 0.2% of all configurations evaluated,
Carver was still able to identify the most important param-
eters in more than 800 out of 1,000 runs. With 1.5% (58
configurations) evaluated, Carver was able to correctly pick
the top 2 parameters in almost all the 1,000 runs. Selecting
the third most important parameter required a few more eval-
uation; using 2.5% of the dataset (97 configurations), Carver
successfully identified it in 998 runs.

In sum, Carver is effective in selecting parameters using
only a few evaluations. In our experiments, Carver found the
top 2 important parameters with higher than 80% probability
by evaluating fewer than 50 configurations. Fixing the values
of the most important two parameters can already result in
high and stable system throughput, as shown in Section 5.3.
Carver can find the 3™ parameter with about 50% probability
using only about 50 evaluations. Furthermore, the total run-
ning time for these evaluations is tractable: the worst case,
in Figure 6, is under 4 days. Moreover, auto-tuning a stor-
age system with an optimization algorithms often requires
an initialization phase to explore the whole space [11, 42].
Carver can use the data collected during the initialization
phase to select parameters; in this case, no extra evaluation
needs to be conducted. Integrating Carver with auto-tuning
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algorithms is part of our future work.

6 Related Work

Parameter selection for computer systems. There have
been several attempts to select important parameters for var-
ious types of software systems. Aken er al. [70] applied
Lasso to choose important knobs for databases. They con-
verted categorical parameters into binary dummy features
and included polynomial features to deal with parameter
interactions. As discussed in Section 3, Lasso does not
scale well when the system has many categorical parame-
ters. Plackett-Burman (P&B) design of experiments [53] has
been applied to evaluating the impact of parameters in stor-
age benchmarks [51] and databases [18]. However, P&B
assumes that each parameter has only two possible values
and that the target variable is a monotonic function of the
input parameters; neither assumption holds for storage pa-
rameter spaces. Adaptive Sampling [19] and Probabilistic
Reasoning [64] have been applied to evaluating the impact
of database knobs. They either only work for continuous
parameters, or have scalability issues in high-dimensional
spaces. In comparison, Carver applies variance-based met-
rics for storage-parameter importance. To the best of our
knowledge, we have conducted the first thorough quanti-
tative study of storage-parameter importance by evaluating
Carver on datasets collected from a variety of file systems
and workloads. Carver also provides insights into the inter-
actions between parameters.

Auto-tuning storage systems. Several researchers have
built systems to automate storage-system tuning. Strunk
et al. [63] applied Genetic Algorithms (GAs) to auto-
mate storage-system provisioning. Babak et al. [4] used
GAs to optimize the I/O performance of HDF5 applica-
tions. GAs have also been applied to storage-recovery prob-
lems [32]. Deep Q-Networks have been successfully ap-
plied in optimizing performance for Lustre [40]. More re-
cently, Madireddy et al. applied a Gaussian process-based
machine learning algorithm to model Lustre’s I/O perfor-
mance and its variability [44]. Our own previous work [11]
provided a comparative study of applying multiple opti-
mization algorithms to auto-tune storage systems. However,
many auto-tuning algorithms have scalability issues in high-
dimensional spaces [61], which is one of the motivations for
Carver. Selecting the important subset of parameters could
reduce the search space dramatically, which would then ben-
efit either auto-tuning algorithms or manual tuning by ex-
perts.

General feature selection. Many feature-selection tech-
niques have been proposed in various disciplines. Li et
al. [39] provide a thorough summary and comparison for
most state-of-the-art feature-selection algorithms. Based on
our arguments in Section 3, we chose to use variance-based
metrics for storage-parameter selection.

7 Conclusions

Modern storage systems come with many parameters that af-
fect their behavior. Tuning parameter settings can bring sig-
nificant performance gains, but both manual tuning by ex-
perts and automated tuning have difficulty dealing with large
numbers of parameters and configurations. In this paper, we
propose Carver, which addresses this problem with the fol-
lowing three contributions:

1. Carver uses a variance-based metric for quantifying
storage parameter importance, and proposes a greedy
yet efficient parameter-selection algorithm.

2. To the best of our knowledge, we provide the first thor-
ough study of storage-parameter importance. We evalu-
ated Carver across multiple datasets (chosen from more
than 500,000 experimental runs) and showed that there
is always a small subset of parameters that have the
most impact on performance—but that the set of impor-
tant parameters changes with different workloads, and
that there are interactions between parameters.

3. We demonstrated Carver’s efficiency by testing it on
small fractions of the configuration space. This effi-
ciency gives Carver the potential to be easily applied to
new systems and environments and to identify impor-
tant parameters in a short time, with a small number of
configuration evaluations.

In the future, we plan to extend Carver to support other
parameter-selection techniques, such as Group Lasso [14,34,
74] and ANOVA [9,13,38,72]. We will evaluate and improve
Carver with more optimization objectives (e.g., reliability),
and even larger storage-parameter spaces. Currently Carver
can only measure storage importance for one objective at
a time (e.g., throughput, latency). We plan to investigate
how to extend Carver’s parameter selection algorithm into
the problem of multi-objective optimization [17]. We also
plan to integrate Carver with auto-tuning algorithms [11].
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Abstract

We describe WiSER, a clean-slate search engine designed
to exploit high-performance SSDs with the philosophy "read
as needed". WiSER utilizes many techniques to deliver high
throughput and low latency with a relatively small amount
of main memory; the techniques include an optimized data
layout, a novel two-way cost-aware Bloom filter, adaptive
prefetching, and space-time trade-offs. In a system with mem-
ory that is significantly smaller than the working set, these
techniques increase storage space usage (up to 50%), but re-
duce read amplification by up to 3x, increase query throughput
by up to 2.7x, and reduce latency by 16x when compared to
the state-of-the-art Elasticsearch. We believe that the philoso-
phy of "read as needed" can be applied to more applications
as the read performance of storage devices keeps improving.

1 Introduction

Modern solid-state storage devices (SSDs) [19,20] provide
much higher throughput and lower latency than traditional
persistent storage such as hard disk drives (HDDs). Currently,
flash-based SSDs [19,20] are readily available; in the near
future, even higher performance NVRAM-based systems may
supplant flash [4], boosting performance even further.

SSDs exhibit vastly different characteristics from
HDDs [24,36]; as we shift from HDDs to SSDs, the software
on top of the storage stack must evolve to harvest the
high performance of the SSDs. Thus far, optimization for
SSDs has taken place within many important pieces of the
storage stack. For example, RocksDB [16], Wisckey [38]
and other work [23, 34, 42] have made key-value stores
more SSD-friendly; FlashGraph [59], Mosaic [43] and
other work [48,49, 60] optimize graphs for SSDs; SFS [45],
F2FS [39] and other work [30, 37] have made systems
software more SSD-friendly.

In this evolution, an important category of application has
been overlooked: full-text search engines. Search engines
are widely used in many industrial and scientific settings to-
day, including popular open-source offerings such as Elastic-
search [7] and Solr [3]. As of the time of this writing, Elastic-
search is ranked 7th among all database engines, higher than
well-known systems such as Redis, Cassandra, and SQLite [6].
Elasticsearch is used in important applications, such as at
Wikipedia and Github to power text (edited contents or source

code) search [7,22]. They are also widely used for data ana-
lytics [7]; for example, Uber uses Elasticsearch to generate
dynamic prices in real time based on users’ locations.

Furthermore, the challenges in search engines are unique,
interesting, and different from the ones in key-value stores,
graphs, and system software. The key data structure in a
search engine is an inverted index, which maps individual
terms (i.e., words) to lists of documents that contain the terms.
On top of the inverted index, multiple auxiliary data struc-
tures (e.g., posting lists) and technologies (e.g., compression)
also play important roles to implement an efficient search
engine. In addition to compelling data structures, the unique
workloads of search engines also provoke new thoughts on
SSD-based optimizations. For example, phrase queries (e.g.,
“United States”) stress multiple data structures in the engine
and require careful design.

Search engines pose great challenges to storage systems.
First, search engines demand low latency as users often inter-
face with them interactively. Second, search engines demand
high data throughput because they retrieve information from a
large volume of data. Third, search engines demand high scal-
ability because data grows quickly. Due to these challenges,
many search engines eschew using secondary storage, putting
most/all data directly into memory instead [13,15].

However, we believe the advent of faster storage suggests
a reexamination of modern search engine design. Given that
using RAM for large datasets can be cost prohibitive, can
one instead rebuild a search engine to better utilize SSDs to
achieve the necessary performance goals with main memory
that is significantly smaller than the dataset?

We believe the answer is yes, if we re-design the system
with the principle read as needed. Emerging fast storage de-
vices [14, 18,29, 36,57] offer high bandwidth; for example,
inexpensive (i.e., $0.17/GB) SSDs currently offer 3.5 GB/s
read bandwidth [17], and even higher performance can be
provided with multiple devices (e.g., RAID). These high-
performance storage devices allow applications to read data
as needed, which means that main memory can be used as
a staging buffer, instead of a cache; thus, large working sets
can be kept within secondary storage and less main memory
is required. To read as needed, applications must optimize the
efficiency of the data stream flowing from the storage device,
through the small buffer (memory), to CPU.
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In this paper, we present the design, implementation, and
evaluation of WiSER, a flash-optimized high-1/O search en-
gine that reads data as needed. WiSER reorganizes tradi-
tional search data structures to create and improve the read
stream, thus exploiting the bandwidth that modern SSDs pro-
vide. First, we propose a technique called cross-stage group-
ing, which produces locality-oriented data layout and signif-
icantly reduces read amplification for queries. Second, we
propose a novel two-way cost-aware Bloom filter to reduce
I/O for phrase queries. Third, we use adaptive prefetch to
reduce latency and improve I/O efficiency. Fourth, we enable
a space-time trade-off, increasing space utilization on flash
for fewer 1/Os; for example, we compress documents indi-
vidually, which consumes more space than compression in
groups, but allows us to retrieve documents with less 1/0.

We built WiSER! from ground up with 11,000 lines of C++
code, for the following reasons. First, an implementation in
C++ allows us to interact with the operating system more
closely than the state of the art engine, Elasticsearch, which
is written in Java; for example, it allows us to readily prefetch
data using OS hints. Second, a fresh implementation allows
us to reexamine the limitations of current search engines. For
example, by comparing with WiSER, we found that the net-
work implementation in Elasticsearch significantly limits its
performance and could be improved. Overall, our clean slate
implementation produces highly efficient code, which allows
us to apply various flash-optimized techniques to achieve
high performance. For some (but not all) workloads, WiSER
with limited memory performs better than Elasticsearch with
memory that holds the entire working set.

We believe that this paper makes the following contribu-
tions. First, we propose a design philosophy, read as needed,
and follow the philosophy to build a flash-optimized search en-
gine with several novel techniques. For example, we find that
plain Bloom filters employed elsewhere [11, 16,42] surpris-
ingly increase I/O traffic; consequently, we propose two-way
cost-aware Bloom filters, which exploit unique properties of
search engine data structures. Second, WiSER significantly
reduces the need for vast amounts of memory by exploiting
high-bandwidth SSDs to achieve high performance at low
cost. Third, we have built a highly efficient search engine:
thanks to our proposed techniques and efficient implementa-
tion, WiSER delivers higher query throughput (up to 2.7x)
and lower latencies (up to 16x) than a state-of-the-art search
engine (Elasticsearch) in a low-memory system that we use
to stress the engine.

The paper is organized as follows. We introduce the back-
ground of search engines in Section 2. We propose techniques
for building a flash-optimized search engine in Section 3.
We evaluate our flash-optimized engine in Section 4, discuss
related work in Section 5, and conclude in Section 6.

I'WiSER is available at http://research.cs.wisc.edu/adsl/Software/wisety.

ID | Text
1 I thought about naming the engine CHEESE, but |

could not explain CHEE.
2 Fried cheese curds, cheddar cheese sale.
3 Tofu, also known as bean curd, may not pair well

with cheese.

Table 1: An Example of Documents An indexer parses the
documents to build an inverted index; a document store will
keep the original text.

Term Map

ID TF POS OFF
/ 11 7 (34,39)
cheese 2 2 25 (6,11),(28,33)

31 12 (52,57)

Postings Lists

curd

IDTF POS OFF
21 3 (13,17)| A Posting
31 6 (25,28)

Figure 1: An Example of Inverted Index This figure shows
the general contents of inverted index without specific layout
information. Term Map allows one to look up the location of
the postings list of a term.

2 Search Engine Background

Search engines play a crucial role in retrieving information
from large data collections. Although search engines are de-
signed for text search, they are increasingly being used for
data analytics because search engines do not need fixed data
schemes and allow flexible data exploration. Popular modern
search engines, which share similar features, include Elas-
ticsearch, Solr, and Splunk [6]. Elasticsearch and Solr are
open-source projects based on Lucene [1], an information
retrieval library. Elasticsearch and Solr wrap Lucene by im-
plementing practical features such as sharding, replication,
and network capability. We use Elasticsearch as our baseline
as it is the most popular [6] and well-maintained project. Al-
though we only study Elasticsearch, our results also apply to
other engines, which share the same underlying library (i.e.,
Lucene) or key data structures.

2.1 Elasticsearch Data Structures

Search engines allow users to quickly find documents (e.g.,
text files, web pages) that contain desired information. Docu-
ments must be indexed to allow fast searches; the core index
structure in popular engines is the inverted index, which stores
a mapping from a term (e.g., a word) to all the documents
that contain the term.

An indexer builds the inverted index. Table 1 shows an
example of documents to be indexed. First, the indexer splits
a document into tokens by separators such as space and punc-
tuation marks. Second, the indexer transforms the tokens. A
common transformation is stemming, which unifies tokens
(e.g., curds) to their roots (e.g., curd). The transformed tokens
are usually referred to as terms. Finally, the location informa-
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Term Index
e Term Dictionary

Skiplist
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Figure 2: Inverted Index in Elasticsearch Term Index maps
a term to an entry in Term Dictionary. A Term Dictionary
entry contains metadata about a term (e.g., doc frequency)
and multiple pointers pointing to files that contain document
IDs and Term Frequencies (ID-TF), positions (POS), and byte
offsets (OFF). The number in the figure indicates a typical
data access sequence to serve a query. No.3, 4, and 5 indicate
the access of skip lists, document ID and Term Frequencies.
For Wikipedia, the sizes of each component are Term Index: 4
MB, Term Dictionary: 200 MB, Skiplist.ID.TF: 2.7 GB, POS:
4.8 GB, OFF: 2.8 GB.

tion of the term is inserted to a list, called a postings list. The
resulting inverted index is shown in Figure 1.

A posting contains the location information of a term in
a particular document (Figure 1). Such information often in-
cludes a document ID, positions, and byte offsets of the term
in the document. For example, a position records that term
“cheese” is the 2-th and 5-th token in document 2. Positions en-
able the processing of phrase queries: given a phrase such as
“cheese curd”, we know that a document contains the phrase if
the first term, “cheese”, is the x-th token and the second term
“curd” is the x 4 1-th one. An offset pair records the start and
end byte address of a term in the original document. Offsets
enable quick highlighting; the engine presents the most rele-
vant parts (with the queried terms highlighted) of a document
to the user. A posting also contains information such as term
frequency for ranking the corresponding document.

Query processing includes multiple stages: document
matching, ranking, phrase matching, highlighting; different
types of queries go through different stages. For queries with
a single term, an engine executes the following stages: it-
erating document IDs in a term’s postings list (document
matching); calculating the relevance score of each document,
which usually uses term frequencies, and finding the top doc-
uments (ranking); and highlighting queried terms in the top
documents (highlighting). For AND queries such as “cheese
AND curd”, which look for documents containing multiple
terms, document matching includes intersecting the document
IDs in multiple postings lists. For the example in Figure 1,
intersecting {1,2,3} and {2,3} produces {2,3}, which are
the IDs of documents that contain both “cheese” and “curd”.
For phrase queries, a search engine needs to use positions to
perform phrase matching after document matching.

Figure 2 shows the data structures of Elasticsearch. To
serve a query with a single term, Elasticsearch follows these
steps. First, Elasticsearch locates a postings list by Term In-

@ es es_no_pref wiser
100

101

Read Traffic (GB)

ideally-needed

in-mem 16 8 4 2 1 05

memory size(GB)
Figure 3: Read Traffic of Search Engines This figure shows
read I/O traffic of various search engines as the size of mem-
ory decreases. es: Elasticsearch, es_no_pref: Elasticsearch
without prefetch. Note that serving queries leads to only read
traffic. The ideally-needed traffic assumes a byte-addressable
storage device.

dex (1) and a Term Dictionary (2). The Term Index and Term
Dictionary contain location information of the skip lists, doc-
ument IDs, positions, and offsets (details below). Second, the
engine will load the skip list, which contains more informa-
tion for navigating document IDs, term frequencies, positions,
and offsets. Third, it will iterate through the document IDs and
use the corresponding term frequencies to rank documents.
Fourth, after finding the documents with top scores, it will
read offsets and document text to generate snippets.

2.2 Elasticsearch Performance Problems

Elasticsearch cannot achieve the highest possible performance
from the storage system due in part to read amplification.
Elasticsearch groups data of different stages into multiple
locations and arranges data such that data items in the early
stages are smaller. The intention is that data in early stages,
which is accessed more frequently than data in later stages, is
cached. However, grouping data by stage also could lead to
large read amplification.

Figure 3 shows the I/O traffic of a real query workload
over Wikipedia; as the amount of memory is decreased, the
I/0 traffic incurred by Elasticsearch increases significantly.
In contrast, the amount of read traffic in WiSER remains
relatively low regardless of the amount of memory available.

3 WISER: A Flash-Optimized Search Engine

Given that SSDs offer high bandwidth, applications that "read
data as needed" may be able to run effectively on systems that
do not contain enough main memory to cache the entire work-
ing set. However, since device bandwidth is not unlimited,
applications must carefully control how data is organized and
accessed to match the performance characteristics of modern
SSD storage [36].

At the highest level, the less I/O an application must per-
form, the faster that application will complete; since search
engine queries involve only read operations, we should reduce
read amplification as much as possible. Second, retrieving
data from SSDs instead of RAM can incur relatively long
latency; therefore, applications should hide /O latency as
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Figure 4: Structure of WiSER’s Inverted Index Contents
of each postings list are placed together. Within each postings
list, IDs, TFs and so on are also placed together to maximize
compression ratio, which is the same as Elasticsearch.

much as possible with prefetching or by overlapping compu-
tation with I/O. Third, SSDs deliver higher data bandwidth
for larger requests; therefore, an application should organize
and structure its data to enable large requests.

We introduce techniques that allow WiSER to reduce read
amplification, hide I/O latency, and issue large requests. First,
cross-stage data grouping groups data of different stages and
stores it compactly during indexing (reducing read implication
and enabling large requests). Second, two-way cost-aware fil-
tering employs special Bloom filters to prune paths early and
reduce I/O for positions in the inverted index; our Bloom
filters are novel in that they are tightly integrated with the
query processing pipeline and exploit unique properties of
search engines (again reducing read amplification). Third, we
adaptively prefetch data to reduce query latency; unlike the
prefetch employed by Elasticsearch (i.e., OS readahead), our
prefetch dynamically adjusts the prefetch size to avoid read-
ing unnecessary data (hiding I/O latency and enabling large
requests without increasing read amplification). Fourth, we
take advantage of the inexpensive and ample space of SSDs
by trading disk space for I/O speed; for example, WiSER
compresses documents independently and aligns compressed
documents to file system blocks to prevent data from cross-
ing multiple blocks (reducing read amplification). We now
describe these techniques in more detail.

In discussing our design, we will draw on examples from
the English Wikipedia, which is a representative text data
set [33,35,44,50,53,54,56]. Its word frequency follows the
same distribution (zipf’s law) as many other corpuses [41,50],
such as Twitter [47].

3.1 Technique 1: Cross-Stage Data Grouping

One key to building a flash-optimized high-1/O search engine
is to reduce read amplification. We propose cross-stage group-
ing to reduce read amplification for posting lists of small or
medium sizes. The processing of such postings lists is critical
because most of the postings lists fall into this category. For
example, 99% of the postings lists in Wikipedia are small or
medium (less than 10,000 documents are in the postings list).
Also, search engines often shard large postings lists into such
smaller ones to reduce processing latency.

Cross-stage data grouping puts data needed for different
stages of a query into continuous and compact blocks on the

storage device, which increases block utilization when trans-
ferring data for a query. Figure 4 shows the resulting data
structures after group; data needed for a query is located in
one place and in the order that it will be accessed. Essentially,
the grouped data becomes a stream of data, in which each
piece of data is expected to be used at most once. Such ex-
pectation matches the query processing in a search engine, in
which multiple iterators iterate over lists of data. Such streams
can flow through a small buffer efficiently with high block
utilization and low read amplification.

Grouped data introduces significantly less read amplifica-
tion than Elasticsearch for small and medium postings lists.
Due to highly efficient compression, the space consumed
by each postings list is often small; however, due to Elastic-
search’s layout, the data required to serve a query is spread
across multiple distant locations (Term Dictionary, ID-TF,
POS, and OFF) as shown in Figure 2. Elasticsearch’s layout
increases the I/O traffic and also the number of I/O operations.
On the other hand, as shown in Figure 4, the grouped data
can often be stored in the one block (e.g., 99% of the terms in
Wikipedia can be stored in a block), incurring only one I/O.

3.2 Technique 2: Two-way Cost-aware Filters

Phrase queries are pervasive and are often used to improve
search precision [31]. Unfortunately, phrase queries put great
pressure on a search engine’s storage system, as they require
retrieving a large amount of positions data (as described in
Section 2). To build a flash-optimized search engine, we must
reduce the I/O traffic of phrase queries.

Bloom filters, which can test if an element is a member of
a set, are often used to reduce I/0O; however, we have found
that plain Bloom filters, which are often directly used in data
stores [11,42,46], increase 1/O traffic for phrase queries be-
cause individual positions data is relatively small due to com-
pression and, therefore, the corresponding Bloom filter can
be larger than the positions data.

As a result, we propose special two-way cost-aware Bloom
filters by exploiting unique properties of search engines to
reduce I/O. The design is based on the observation that the
postings list sizes of two (or more) terms in a phrase query are
often different. Therefore, we construct Bloom filters during
indexing to allow us to pick the smaller Bloom filter to filter
out a larger amount of positions data during querying. In
addition, we design a special bitmap-based structure to store
Bloom filters to further reduce I/O. This section gives more
details on our Bloom filters.

3.2.1 Problems of plain Bloom filters

A plain Bloom filter set contains terms that are after a par-
ticular term; for example, the set.after of term “cheese” in
document 2 of Table 1 contains “curd” and “sale”. To test the
existence of a phrase “cheese curd”, an engine can simply
test if “curd” is in set.after of “cheese”, without reading any
positions. If the test result is negative, we stop and conse-
quently avoid reading the corresponding positions. If the test
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Figure 5: Phrase Processing With Bloom Filters WiSER
uses one of the Bloom filters to test the existence of a phrase
(1) and then read positions for positive tests to confirm (2).

ros@ |

result is positive, we must confirm the existence of the phrase
by checking positions because false positives are possible in
Bloom filters; also, we may have to use positions to locate
the phrase within a document for highlighting.

However, we must satisfy the following two conditions to
reduce I/O. First, the percentage of negative tests must be
high because this is the case where we only read the Bloom
filters and avoid other I/O. If the test is positive (a phrase
may exist), we have to read both Bloom filters and positions,
which increases I/0O. Empirically, the percentage of positive
results is low for real phrase queries to Wikipedia [21]: only
12% of the tests are positive. Intuitively, the probability for
two random terms to form a phrase in a document is also low
due to a large number of terms in a regular document. The
second condition is that the I/O traffic to the Bloom filters
must be smaller than the traffic to positions needed to identify
a phrase; otherwise, we would just use the positions.

Meeting the second condition is challenging because the
sizes of plain Bloom filters are too large in our case, although
they are considered space-efficient in other uses [11, 42].
Bloom filters can be larger than their corresponding posi-
tions because positions are already space efficient after com-
pression (delta encoding and bit packing [2]). In addition,
Bloom filters are configured to be relatively large because
their false positive ratios must be low. The first reason to
reduce false positive is to increase negative test results, as
mentioned above. The second reason is to avoid reading un-
necessary file system blocks. Note that a 4-KB file system
block contains positions of hundreds of postings. If any of the
positions are requested due to false positive tests, the whole
4-KB block must be read; however, none of the data in the
block is useful.

3.2.2 Two-way and cost-aware filtering

We now show how we can reduce I/O traffic to both Bloom fil-
ters and positions with cost-aware pruning and a bitmap-based
store. To realize it, first we estimate I/0 cost and use Bloom
filters conditionally (i.e., cost-aware): we only use Bloom
filters when the I/O cost of reading Bloom filters is much
smaller than the cost of reading positions if Bloom filters are
not used. For example, in Figure 5, we will not use Bloom
filters for query “term1 term2” as the I/O cost of reading the
Bloom filters is too large. We estimate the relative I/O costs
of Bloom filter and positions among different terms by term
frequencies (available before positions are needed), which is
proportional to the sizes of Bloom filters and positions.
Second, we build two Bloom filters for each term to al-

Skip List|:|:|:|...

| Bitmap | Filter Array | Bitmap | Filter Array | Bitmapl Filter Array |

Figure 6: Bloom Filter Store The sizes of the arrays may
vary because some Bloom filters contain no entries and thus
are not stored in the array.

low filtering in either direction (i.e., two-way): a set for all
following terms and another set for all preceding terms of
each term. This design is based on the observation that the
positions (and other parts) sizes of the terms in a query are
often vastly different. With these two Bloom filters, we can
apply filters forward or backward, whichever can reduce 1/O.
For example, in Figure 5, instead of using Bloom filters of
term1 to test if term2 is after term1, we can now use Bloom
filters of term?2 to test if term1 is before term2. Because the
Bloom filters of term?2 are much smaller, we can apply it to
significantly reduce I/O.

To further reduce the size of Bloom filters, we employ a
bitmap-based data layout to store Bloom filters. Figure 6
shows the data layout. Bloom filters are separated into groups,
each of which contains a fixed number of filters (e.g., 128);
the groups are indexed by a skip list to allow skipping reading
large chunks of filters. In each group, we use a bitmap to
mark the empty filters and only store non-empty filters in the
array; thus, empty Bloom filters only take one bit of space
(in the bitmap). Reducing the space usage of empty filters
can significantly reduce overall space usage of Bloom filters
because empty filters are common. For instance, about one-
third of the filters for Wikipedia are empty. Empty filters of
a term come from surrounding punctuation marks and stop
words (e.g., “a”, “is”, “the”), which are not added to filters.

Empirically, we find that expecting five insertions and a
false positive probability of 0.0009 in the Bloom filter [12]
(each filter is 9-byte) offers a balanced trade-off between
space and test accuracy for English Wikipedia; these param-
eters should be tuned for other data sets. We use the same
parameters for all Bloom filters in WiSER because storing
parameters would require extra space and steps before testing
each filter; one could improve the space overhead and accu-
racy by limiting the number of parameter sets for the engine
and selecting the optimal ones for specific filters from the
available sets.

3.3 Technique 3: Adaptive Prefetching

Although the latency of SSDs is low, it is still much higher
than that of memory. The relatively high latency of SSDs
adds to query processing time, especially the processing of
long postings lists which demands a large amount of I/O. If
we load one page at a time as needed, query processing will
frequently stop and wait for data, which also increases system
overhead. In addition, the I/O efficiency will be low due to
small request sizes [36].
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To mitigate the impact of high I/O latency and improve the
I/0 efficiency, we propose adaptive prefetching. Prefetching, a
commonly used technique, can reduce I/O stall time, increase
the size of I/O requests, and reduce the number of requests,
which boosts the efficiency of flash devices and reduces sys-
tem overhead. However, naive prefetching, such as the Linux
readahead [10], used by Elasticsearch, suffers from signif-
icant read amplification. Linux unconditionally prefetches
data of a fixed size (default: 128 KB), which causes high read
amplification due to the diverse data sizes needed.

For the best performance, prefetching should adapt to the
queries and the structures of persistent data. Among all data
in the inverted index, the most commonly accessed data in-
cludes metadata, skip lists, document IDs, and term frequen-
cies, which are often accessed together and sequentially; thus
we place them together in an area called the prefetch zone. Our
adaptive approach prefetches data when doing so can bring
significant benefits. We prefetch when all prefetch zones in-
volved in a query are larger than a threshold (e.g., 128 KB);
we divide the prefetch zone into small prefetch segments to
avoid accessing too much data at a time.

To enable adaptive prefetch, WiSER employs prefetch-
friendly data structures, as shown in Figure 4. A search engine
should know the size of the prefetch zone before reading the
posting list (so the prefetch size can be adapted). To enable
such prefetching, we hide the size of the prefetch zone in the
highest 16 bits of the offset in WiSER’s Term Map (the 48 bits
left is more than enough to address large files). In addition, the
structure in the prefetch zone is also prefetch-friendly. Data
in the prefetch zone is placed in the order it is used, which
avoid jumping ahead and waiting for data that has not been
prefetched. Finally, compressed data is naturally prefetch-
friendly. Even if there are data “holes” in the prefetch zone
that are unnecessary for some queries, prefetching data with
such holes is still beneficial because these holes are usually
small due to compression and the improved I/O efficiency can
well offset the cost of such small read amplification.

WiSER prefetches by dynamically calling madvise () with
the MADV_SEQUENTIAL hint to readahead in the prefetch zone.
We could further improve prefetching with more precise mem-
ory management; for example, we could isolate the buffers
used for different queries and avoid interference between
queries. In addition, Linux prefetches in fixed sizes; we could
allow variable sizes to avoid wasting 1/O.

3.4 Technique 4: Trade Disk Space for I/0

With a small increase in disk space, WiSER is able to perform
less I/O to its document store. We compress each document
individually in WiSER, which often increases space usage but
avoids reading and decompressing unnecessary documents.
Compression algorithms, such as LZ4, achieve better com-
pression when more data is compressed together. As a result,
when compressing documents, engines like Elasticsearch put
documents into a buffer (default size: 16 KB) and compresses

all data in the buffer together. Unfortunately, decompressing a
document requires reading and decompressing all documents
compressed before the document, leading to more I/O and
computation. In WiSER, we trade space for less I/O by using
more space but reducing the I/O while processing queries.
In addition, WiSER aligns compressed documents to the
boundaries of file system blocks if the unaligned data would
incur more I/O. A document may suffer from the block-
crossing problem, where a document is unnecessarily placed
across two (or more) file system blocks and requires reading
two blocks during decompression. For example, a 3-KB data
chunk has a 75% chance of spanning across two 4-KB file sys-
tem blocks. To avoid this problem, WiSER aligns compressed
document if doing so could reduce the block span.

3.5 Impact on Indexing

Our techniques focus on optimizing query processing instead
of index creation since query processing is performed far more
frequently. Overall, we believe the overhead introduced to
indexing is more than justified by the significant performance
improvements on query processing. Cross-stage data group-
ing does not add overhead to indexing since the same data
is simply placed in different locations. Adaptive prefetching
employs existing information and does not add any overhead
during indexing. Trading space for less I/O adds moderate I/O
overhead for the indexing phase (25% for Wikipedia) because
the document store takes more space.

Building two-way cost-aware Bloom filters requires addi-
tional computation: the indexer in WiSER builds two Bloom
filters, set.before and set.after, for each term in each document.
Although a fixed number of hashing calls are required to add
an entry to a filter and some filters are empty, the accumula-
tive cost can be high. Currently, we have not optimized the
building of Bloom filters. One way to speed up the building
is to parallelize it, which also speeds up writing the filters to
SSDs. Another way is to cache the hash values of popular
terms to avoid hashing the same term frequently; popular
terms appear hundreds of thousands times but would only
need to be hashed once.

3.6 Implementation

We have implemented WiSER with 11,000 lines of C++ code,
which allows us to interact with the OS more directly than
higher-level languages. Data files are mapped by mmap () to
avoid complex buffer management. We rigorously conducted
hundreds of unit tests to ensure the correctness of our code.
The major implementation differences between WiSER
and Elasticsearch are the programming languages and net-
work libraries. From our experimentation, we found that C++
does not bring significant advantage to WiSER over Elastic-
search. In fact, to make the starting performance of WiSER
similar to that of Elasticsearch we had to implement a number
of optimizations: we switched from class virtualization to
templates; we manually inlined frequently-called functions;
we used case-specific functions to allow special optimizations
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for the case; and, we avoided frequent memory allocations
(e.g., by reusing preallocated std::vector).

4 Evaluation

In this section, we evaluate WiSER with WSBench, a bench-
mark suite we built, which includes synthetic and realistic
search workloads. The impact of a particular technique can
be demonstrated by comparisons between two versions of
WIiSER (i.e., with and without the technique). For example,
we demonstrate the effect of two-way cost-aware Bloom fil-
ters by comparing WiSER with and without them.

At the beginning of this section, we analyze in detail how
each of the proposed techniques in WiSER is able to improve
performance by significantly reducing read amplification. We
show that: cross-stage data grouping reduces I/O traffic by 2.9
times; two-way cost-aware Bloom filters reduce 1/O traffic
by 3.2 times; adaptive prefetching prefetches only necessary
data; and, trading disk space for less I/O reduces I/O traffic
by 1.7 times.

Later in this section, we show that our techniques improve
end-to-end performance. For example, we compare WiSER
(with Bloom filters) and WiSER (without Bloom filters) to
show that our Bloom filters increase query throughput up to
2.6x. We also show that WiSER delivers higher end-to-end
performance than Elasticsearch, which indicates that WiSER
is well implemented and its techniques can be applied to
modern search engines.

We strive to conduct a fair comparison between Elastic-
search and WiSER. We pre-process the dataset using Elastic-
search and input the same pre-processed data to both WiSER
and Elasticsearch. The pre-processor produces tokens, posi-
tions, and offsets. We implement the exact same relevance
calculation (BM25 [7]) in WiSER as is used in Elasticsearch.
The pre-processing and the implementation ensure that both
WIiSER and Elasticsearch will produce query results with the
same quality. Despite our efforts, WiSER and FElasticsearch
still have many differences (e.g., network implementation,
where Elasticsearch performs poorly, and program languages).
However, by comparing time-independent metrics such as
read traffic size, we can see how WiSER reduces amplifica-
tion, which in turn improves end-to-end performance.

We conduct experiments on machines with 16 CPU cores,
64-GB RAM and a 256-GB NVMe SSD (peak read bandwidth
is 2.0 GB/s; peak IOPS is 200,000) [5]. We use Ubuntu with
Linux 4.4.0. We optimize the configuration of Elasticsearch
by following the best practices and tune parameters such as
the number of threads, heap size and stack size.

To evaluate how well each search engine can scale up to
large data sets that do not fit in main memory, our experiments
focus on environments with a small ratio of main memory to
working set size. The total size of English Wikipedia dataset is
18 GB, and from our experiments, we infer that the working
sets are generally a few GBs. Therefore, we configure the
search engine processes to use only 512 MB of memory (using

a Linux container); this limits the engine’s page cache to a
small size (i.e., tens of MBs). Such a configuration allows us
to demonstrate that our proposed techniques are effective at
reducing read amplification, hiding I/O latency and increasing
I/O efficiency, which are essential challenges at larger scale.

4.1 WSBench

We had to create our own benchmark to evaluate WiSER and
Elasticsearch because existing benchmarks are not sufficient.
To evaluate its engine, the Elasticsearch team uses Wikipedia
[33,44,54] and scientific papers from PubMed Central (PMC);
unfortunately, the Wikipedia benchmarks do not include real
queries and the PMC dataset is very small (only 574,199
documents and 5.5 GB when compressed) with only a few
hand-picked queries [8,9].

We create WSBench, a benchmark based on the Wikipedia
corpus, to evaluate WiSER and Elasticsearch. The corpus
is from English Wikipedia in May 2018, which includes 6
million documents and 6 million unique terms (excluding stop
words). WSBench contains 24 synthetic workloads varying
the number of terms, the type of queries, and the popularity
level of the queried terms (also known as document frequency:
the number of documents in which a term appears). A high
popularity level indicates a long postings list and large data
size per query. These variables allow us to cover a wide range
of query types and stress the system. WSBench also includes a
realistic query workload extracted from production Wikipedia
servers [21], and three workloads with different query types
derived from the original realistic workload.

4.2 Impact of Proposed Techniques

We evaluate the proposed techniques in WiSER for three
types of synthetic workloads: single-term queries, two-term
queries, and phrase queries. Such evaluations allow us to in-
vestigate how the proposed techniques impact various aspects
of the system as different techniques have different impacts
on workloads. We investigate low-level metrics such as traffic
size to precisely show why the proposed techniques improve
end-to-end performance.

4.2.1 Cross-stage Data Grouping

Cross-stage grouping can reduce the read amplification for all
types of queries. Here we show its impact on single-term and
two-term queries where grouping plays the most important
role; phrase queries are dominated by positions data where
two-way cost-aware Bloom filters play a more important role
(as we will soon show).

Figure 7 shows the decomposed read traffic for single-term
queries. The figure shows that WiSER can significantly re-
duce read amplification (indicated by lower waste than Elas-
ticsearch); the reduction is up to 2.9x. The reduction is more
when the popularity level is lower because the block utiliza-
tion is lower. To process queries with low-popularity terms, a
search engine only needs a small amount of data; for exam-
ple, an engine only needs approximately 30 bytes of data to

USENIX Association

18th USENIX Conference on File and Storage Technologies 65



10 100 1000 10000 100000

. es_no_pref wiser

©

o

<)

o

g 6

Y

=

. I I

0 N - LI RS- II___ I _I_ - —

QOEES QTEES QOoEES QTEES QOEES
B0 $B®O  FBO  Fgo ~  Hgo
®© O ®© O ®© O © O © O
2T ] ERC] ] Bl

Figure 7: Decomposed Traffic of Single-Term Queries
waste represents the data that is unnecessarily read; docid,
off, skiplist, tf, and ti represents the ideally needed
data of document ID, offset, skip list, term frequency, term
index/dictionary. Positions is not needed in match queries
and thus not shown. This figure only shows the traffic from
inverted index, which relates to cross-stage data grouping;
we investigate the rest of the traffic (document store) later.
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Figure 8: I/O Traffic of Two-term Match Queries The size
(GB) is normalized to the traffic size of Elasticsearch without
prefetching.

process the term “tugman” (popularity=_8). To retrieve such
small data, read amplification is inevitable as the minimal I/O
request size is 4 KB. However, we can (and should) mini-
mize the read amplification. Elasticsearch, which groups data
by stages, often needs three separate I/O requests for such
queries: one to term index, one to document IDs/term fre-
quency, and one to offsets. In contrast, WiSER only needs
one I/O request because the data is grouped to one block.

For high popularity levels (popularity=100,000), the traf-
fic reduction is inconspicuous because queries with popular
terms require a large amount of data for each stage (KBs or
even MBs). In that case, the waste from grouping data by
stages in Elasticsearch is negligible.

Figure 8 shows the aggregated I/O traffic for two-term
queries, which read two postings lists. Similar to Figure 7, we
can see that WiSER (wiser) incurs significantly less traffic
than Elasticsearch. In this figure, we show two configura-
tions of Elasticsearch: one with prefetch (es) and one without
prefetch (es_no_pref). Prefetch is a common technique to
boost performance in systems with ample memory; however,
as shown in Figure 8, naive prefetch in Elasticsearch (es)
can increase read amplification significantly. Such a dilemma
motivates our adaptive prefetch.
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Figure 9: I/0 Traffic of Phrase Queries Results of Elastic-
search with prefetch is not shown as it is always much worse
than Elasticsearch without prefetch.
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Figure 10: Decomposed Traffic Analysis of Phrase
Queries The bars show the ideal traffic sizes for each engine,
assuming the storage device is byte-addressable. The sizes
were obtained by adding counters to engine code.

4.2.2 Two-Way Cost-Aware Bloom Filters

Two-way cost-aware Bloom filters only affect phrase queries
as filters are only used to avoid positions data, which is used
for phrase queries. In Figure 9, we show that WiSER without
our Bloom filters demands a similar amount of data as Elas-
ticsearch; WiSER with our Bloom filters incurs much less I/0
traffic than WiSER without them and Elasticsearch.

Figure 10 shows the read amplification by the decomposed
traffic in Elasticsearch, WiSER without Bloom filters, and
WIiSER with Bloom filters. The bars labeled with data type
names show the data needed ideally, assuming the storage de-
vice is byte-addressable. First, we can see that applying filters
significantly reduce the data needed ideally which is shown
by the reduced aggregated size of all the bars. As shown in
the figure, both Elasticsearch (es) and WiSER without filters
(wiser) demand a large amount of position data; in contrast,
WIiSER with our two-way cost-aware filters (wiser_bf) sig-
nificantly reduces positions needed in all workloads. Surpris-
ingly, we find that our filters also significantly reduce the
traffic from term frequencies (t £), which is used to iterate
positions (an engine needs to know the number of positions in
each document in order to iterate to the positions of the desti-
nation document). The traffic to term frequencies is reduced
because the engine no longer need to iterate many positions.

Note that the introduction of our Bloom filters only adds a
small amount of traffic to the Bloom filters (Figure 10), thanks
to our two-way cost-aware design and the bitmap-based data
layout of Bloom filters. The two-way cost-aware design al-
lows us to prune by the smaller Bloom filter between the two
Bloom filters of the two terms in the query. The bitmap-based
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Figure 12: Document Store Traffic doc indicates ideal traf-
fic size. The relative quantity between Elasticsearch and
WISER is the same across different workloads; therefore, we
show the result of one workload here for brevity (single-term
queries with the popularity level = 10).

layout, which uses only one bit to store an empty Bloom fil-
ter, significantly compresses Bloom filters, reducing traffic.
We observe that 32% of the Bloom filters for Wikipedia are
empty, which motivates the bitmap-based layout. Figure 11
shows that using bitmap-based layout reduces the Bloom filter
footprint by 29%.

4.2.3 Adaptive Prefetching

Adaptive prefetching aims to avoid frequent wait for I/O and
reduce read amplification by prefetching only the data needed
for the current queries. As shown in Figure 7 and Figure 8§,
WiSER incurs less traffic than Elasticsearch with and without
prefetching. As expected, by taking advantage of the informa-
tion embedded in the in-memory data structure (Section 3.3),
WiSER only prefetches the necessary data. Later in this sec-
tion, we show that adaptive prefetching is able to avoid wait-
ing for I/O and improve end-to-end performance.

4.2.4 Trade Disk Space for Less I/0

The process of highlighting, which is the last step of all com-
mon queries, reads documents from the document store and
produces snippets. Figure 12 show that WiSER’s highlighting
incurs significantly less I/O traffic (42%) to the document
store than Elasticsearch because in WiSER documents are
decompressed individually and are aligned, whereas Elastic-
search may have to decompress irrelevant documents and read
more I/O blocks due to misalignment. The size of WiSER’s
document store (9.5 GB) is 25% larger than that of Elastic-
search (7.6 GB); however, we argue that this space amplifica-
tion is well justified by the 42% 1/O traffic reduction. WiSER
still wastes some traffic because the compressed documents
in Wikipedia are small (average: 1.44 KB) but WiSER must
read at least 4 KB (the file system block size).

4.3 End-to-end Performance

We examine various types of workloads in this section, in-
cluding match queries (single-term and multi-term), phrase
queries, and real workloads. For match queries, WiSER
achieves 2.5 times higher throughput than Elasticsearch. For
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Figure 13: Single Term Matching Throughput The through-
put (QPS) is normalized to the performance of Elasticsearch
with prefetch (the default 128 KB).
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Figure 14: Single Term Matching Latency The latency (ms)
is normalized to the median latency of Elasticsearch with
default prefetching.

phrase queries, WiSER achieves 2.7 times higher through-
put than Elasticsearch. WiSER achieves consistently higher
performance than Elasticsearch for real-world queries. The
end-to-end evaluation shows that WiSER is overall more effi-
cient than Elasticsearch, thanks to our proposed techniques
and efficient implementation.

4.3.1 Match Queries

We now describe the results for the single-term and multi-
term queries. Because queries that match more than two terms
share similar characteristics with two-terms queries, we only
present the results of two-term queries here.

Figure 13 presents the single-term match QPS (Queries
Per Second) of WiSER. The default Elasticsearch is much
worse than other engines when the popular levels are low
because Elasticsearch incurs significant read amplification:
Elasticsearch reads 128 KB of data when only a much
smaller amount is needed (e.g., dozens of bytes). Elastic-
search without prefetch (es_no_pref) performs much better
than es_default, thanks to much less read amplification.

WiSER achieves higher throughput than Elasticsearch with-
out prefetch (es_no_pref) for low/medium popularity levels,
which accounts for a large portion of the postings lists; the
speedup is up to 2.5 times. When popularity level is 100,000,
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Figure 15: Two Terms Intersecting Performance Through-
put (QPS) is normalized to the performance of Elasticsearch.

the query throughput of WiSER is 14% worse than Elastic-
search with default prefetching. We found that the difference
is related to WiSER’s less efficient score calculation, which
is not directly linked to I/O.

The query throughput improvement largely comes from
the reduced I/O traffic as queries with low popularity levels
are I/O intensive and I/O is the system bottleneck. Indeed, we
see that the query throughput improvement is highly corre-
lated with the I/O reduction. For example, WiSER’s query
throughput for popularity level 10 is 2.6 times higher than
Elasticsearch’s; WiSER’s 1/O traffic for the same workload is
2.9 times lower than Elasticsearch’s.

WIiSER achieves better median latency and tail latency than
Elasticsearch, thanks to adaptive prefetch and cross-stage data
grouping. Figure 14 shows that WiSER achieves up to 16x and
11x lower median latency than Elasticsearch, for median and
tail latency respectively. The latency of Elasticsearch is longer
due to similar reasons for its low query throughput. Elastic-
search’s data layout incurs more I/O requests than WiSER;
the time of waiting for page faults adds to the query latency.
In contrast, WiSER’s more compact data layout and adaptive
prefetch incur minimal I/O requests, eliminating unnecessary
I/O wait.

Grouped data layout also benefits two-term match queries.
Figure 15 presents results for two-term match queries, which
are similar to single-term ones. As we have shown in Figure 8
that WiSER reduces by 17% to 51% of /O traffic for work-
loads with popularity levels no more than 1,000. As a result,
WIiSER achieves 1.5x to 2.6x higher query throughput com-
pared with Elasticsearch. When a workload includes popular
terms, WiSER'’s traffic reduction becomes negligible since
data grouping has little effects.

4.3.2 Phrase Queries

In this section, we show that our two-way cost-aware Bloom
filters make fast phrase query processing possible. Specif-
ically, WiSER can achieve up to 2.7 times higher query
throughput and up to 8 times lower latency, relative to Elas-
ticsearch. To support early pruning, WiSER needs to store 9
GB of Bloom filters (the overall index size increases from 18
GB to 27 GB, a 50% increase). We believe such space ampli-
fication is reasonable because flash is an order of magnitude
cheaper than RAM.
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Figure 16: Phrase Query QPS The throughput (QPS) is nor-
malized to the performance of Elasticsearch.
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Figure 17: Phrase Queries Latency The latency (ms) is nor-
malized to the corresponding latency of Elasticsearch with
default prefetching.

WSBench produces the phrase query workloads by varying
the probability that the two terms in a phrase query become
a phrase. WSBench chooses one term from popular terms
(popularity level is larger than 10,000); it then varies the
popularity level of another term from low to high. As the
popularity increases, the two terms are more likely to co-exist
in the same document and also more likely to appear as a
phrase in the document.

Figure 16 presents the phrase queries results among work-
loads in Elasticsearch (es and es_no_pref), WiSER (wiser),
and WiSER with two-way cost-aware pruning (wiser_bf).
The QPS of the basic WiSER (wiser and Elasticsearch with
no prefetch (es_no_pref) are similar because our techniques
in the basic WiSER (cross-stage data grouping, adaptive
prefetch, trading space for less 1/O) have little effect for
phrase query. WiSER with two-way cost-aware Bloom fil-
ters achieves from 1.3x to 2.7x higher query throughput than
that of basic WiSER, thanks to significantly lower read ampli-
fication brought by the filters.

Figure 17 shows that Bloom filters can significantly reduce
latency (wiser vs. wiser_bf); also WiSER reduces median
and tail latency by up to 3.2x and 8.7x respectively, com-
pared to Elasticsearch. The reduction is more evident when
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the probability of forming a phrase is lower (low popular-
ity level) because the Bloom filters are smaller in that case.
Interestingly, Elasticsearch with OS prefetch (es) achieves
the lowest latency when the probability of forming phrases is
higher. The latency is lower because the OS prefetches 128
KB of positions data and avoids waiting for many page faults,
although the large prefetch increases read amplification. In
contrast, Elasticsearch without prefetch (es_no_pref) and
WiSER do not prefetch; thus they may have to frequently stop
query processing to wait for data (WiSER’s adaptive prefetch
does not prefetch position data due to fragments of unneces-
sary data.). However, the reduction of latency comes at a cost:
although the latency of individual queries is lower, the query
throughput is also lower due to the read amplification caused
by prefetch (Figure 16).

Interestingly, we find our Bloom filters also speed up the
computation of phrase queries. WiSER checks if a phrase
exists by Bloom filters, which is essentially O(1) hashing. In
the common case that the Bloom filter is empty, WiSER can
even check faster because an empty Bloom filter is marked
as 0 in the bitmap and we only need to check this bit. As a
result, in addition to avoiding reading positions, Bloom filters
also allow us to avoid intersecting the positions.

4.3.3 Real Workload

WSBench also includes realistic workloads. We compare Elas-
ticsearch and WiSER’s query throughput on the real query
log; we also split the query log into different types of query
workloads to examine the performance closely.

WiSER performs significantly better than Elasticsearch as
shown in Figure 18. For example, for single-term queries,
WIiSER achieves as high as 2.2x throughput compared to Elas-
ticsearch. We observe that around 60% queries in the real
workload are of popularity less than 10,000, which benefits
from our cross-stage data grouping. For multi-term match
queries, grouped data layout also helps to increase throughput
by more than 60%. For phrase queries extracted from the real-
istic workload, WiSER with Bloom filters increases through-
put by more than 60% compared to Elasticsearch. Note that
WiSER cannot achieve 2.7x higher throughout as shown in
our synthetic phrase queries because, in this real workload,
many phrases are the names of people, brand, or events and

so on. Among these names, many terms are unpopular terms
that are not I/O intensive, where pruning has limited effect.
Finally, the overall performance of WiSER is similar to that of
real single-term query log because single-term queries occupy
half of the overall query log.

4.4 Scaling with Memory

Our previous experiments showed that WiSER performs sig-
nificantly better than Elasticsearch for a single small memory
size of 512 MB. This small memory size was chosen to stress
the I/O performance of each search engine. For our final ex-
periments, we show that we have rebuilt a search engine that
can rely less on expensive memory and more on cheaper flash.
Over a broader range of memory sizes, WiSER’s techniques
continue to improve I/O and end-to-end performance. In ad-
dition, it shows that WiSER works well with a low memory
size / working set size ratio, which may allow WiSER
to scale to large dataset without increasing much memory.

Figure 19 compares the query throughput, 50-th% query
latency, bandwidth, and amount of traffic for Elasticsearch
(es), WiSER with only cross-stage grouping (wiser_base),
and fully-optimized WiSER (wiser_final). For our two end-
to-end metrics, both versions of WiSER have much higher
query throughput and much lower query latency than Elastic-
search across all workloads and memory sizes. As expected,
query throughput is higher, and latency is lower, when more
memory is available. For workload twoterm, single.high,
and single. low, our highly efficient implementation allows
WiSER with limited memory (e.g., 128 MB) to perform bet-
ter than Elasticsearch with memory that can hold the entire
working set (e.g., 8 GB).

The significant difference in end-to-end performance be-
tween WiSER and Elasticsearch for workload twoterm,
single.high, and single.low at large memory sizes (Fig-
ure 19a and Figure 19b) is attributed to the network issue of
Elasticsearch (we have carefully setup tests in Elasticsearch
and compared it with similar applications to confirm the is-
sue); with this memory size, I/O is not a bottleneck and our
techniques should not make big differences. For the same
workloads, we can identify the effects of our techniques in
Figure 19d as we reduce the memory sizes, where 1I/O oper-
ations increase due to reduced cache. We can see that when
the memory size is big, the traffic sizes between Elasticsearch
and WIiSER are similar, but WiSER’s traffic sizes increase
much slower than Elasticsearch’s as we reduce memory sizes,
thanks to data grouping, adaptive prefetching and trading disk
space for I/O. Note that wiser_final has more read traf-
fic than wiser_base because adaptive prefetch is turned on,
which increases the read bandwidth (Figure 19¢) and helps
with end-to-end performance.

The effect of two-way cost-aware Bloom filters is evident
in Figure 19a by comparing wiser_base (no Bloom filters)
and wiser_final. The improvement is up to 1.4x (memory
size = 256 MB, note that the improvement here is less than
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Elasticsearch fails to run at some low memory sizes and thus some of

its data points are missing. Elasticsearch’s default prefetch is turned off here because we have found that it hurts performance.
Note that we place smaller memory sizes on the right side of the X axes to emphasize the effect of reducing memory sizes.

the max in Figure 16 because we have queries with mixed
popularity levels here). Figure 19d shows the wiser final,
the engine with two-way cost-aware Bloom filters, incurs
much less I/O than wiser_base and es when memory is
reduced; the reduction is also up to 1.4x (wiser_base vs
wiser_final, memory size =256 MB). As we can see, when
1/0 is the bottleneck, the reduction of traffic correlates well
with improvement of end-to-end performance.

5 Related Work

Much work has gone into building flash-optimized key-value
stores that utilize high-performance SSDs [23, 34, 38, 42].
For example, Wisckey [38] separates keys and values to re-
duce I/O amplification on SSDs. FAWN-KV [23] is a power-
efficient key-value store with wimpy CPUs, small RAM and
some flash. Facebook [34] proposes yet another SSD-based
key-value store to reduce the consumption of DRAM by small
block sizes, aligning blocks and adaptive polling.

Graph applications are also often optimized for SSDs.
FlashGraph [59] speeds up graph processing by storing ver-
tices in memory and edges in SSDs. MOSAIC [43] uses
locality-optimizing, space-efficient graph representation on
a single machine with NVMe SSDs. Many other work also
facilitate high performance SSDs [48,49, 60].

Search engines have different data manipulation and data
structures from regular key-value stores and graphs. Among
the limited literature, Wang et al. [55] and Tong et al. [52] stud-
ied studied search engine cache policies for SSDs; Rui et al.
proposes to only cache metadata of snippets in memory and
leave the data on SSDs because the I/O cost is reduced [58]. In
this paper, we systematically redesign and implement many
key data structures and processing algorithms to optimize
search engines for SSDs. Such study exposes new opportuni-
ties and insights; for example, although using Bloom filters
is straightforward in a key-value store, using them in search

engines requires understanding the search engine pipeline,
which leads us to the novel two-way cost-aware Bloom filter.

Many proposed techniques for search engines seek to re-
duce the overhead/cost of query processing [25-28,32,40,51].
These techniques may be adopted in WiSER to further im-
prove its performance.

6 Conclusions

We have built a new search engine, WiSER, that efficiently
utilizes high-performance SSDs with smaller amounts of sys-
tem main memory. WiSER employs multiple techniques, in-
cluding optimized data layout, a novel Bloom filter, adaptive
prefetching, and space-time trade-offs. While some of the
techniques could increase space usage, these techniques col-
lectively reduce read amplification by up to 3x, increase query
throughput by up to 2.7x, and reduce latency by 16x when
compared to the state-of-the-art Elasticsearch. We believe
that the design principle behind WiSER, "read as needed",
can be applied to optimize a broad range of data-intensive
applications on high performance storage devices.
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Abstract

Making logical copies, or clones, of files and directories
is critical to many real-world applications and workflows,
including backups, virtual machines, and containers. An ideal
clone implementation meets the following performance goals:
(1) creating the clone has low latency; (2) reads are fast in
all versions (i.e., spatial locality is always maintained, even
after modifications); (3) writes are fast in all versions; (4)
the overall system is space efficient. Implementing a clone
operation that realizes all four properties, which we call a
nimble clone, is a long-standing open problem.

This paper describes nimble clones in BetrFS, an open-
source, full-path-indexed, and write-optimized file system.
The key observation behind our work is that standard copy-
on-write heuristics can be too coarse to be space efficient, or
too fine-grained to preserve locality. On the other hand, a
write-optimized key-value store, as used in BetrFS or an LSM-
tree, can decouple the logical application of updates from the
granularity at which data is physically copied. In our write-
optimized clone implementation, data sharing among clones
is only broken when a clone has changed enough to warrant
making a copy, a policy we call copy-on-abundant-write.

We demonstrate that the algorithmic work needed to batch
and amortize the cost of BetrFS clone operations does not
erode the performance advantages of baseline BetrFS; BetrFS
performance even improves in a few cases. BetrFS cloning
is efficient; for example, when using the clone operation for
container creation, BetrFS outperforms a simple recursive
copy by up to two orders-of-magnitude and outperforms file
systems that have specialized LXC backends by 3—4x.

1 Introduction

Many real-world workflows rely on logically copying files and
directories. Backup and snapshot utilities logically copy the
entire file system on a regular schedule [36]. Virtual-machine
servers create new virtual machine images by copying a pris-
tine disk image. More recently, container infrastructures like
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Docker make heavy use of logical copies to package and
deploy applications [34, 35, 37,44], and new container cre-
ation typically begins by making a logical copy of a reference
directory tree.

Duplicating large objects is so prevalent that many file sys-
tems support logical copies of directory trees without making
full physical copies. Physically copying a large file or direc-
tory is expensive—both in time and space. A classic optimiza-
tion, frequently used for volume snapshots, is to implement
copy-on-write (CoW). Many logical volume managers sup-
port block-level CoW snapshots [24], and some file systems
support CoW file or directory copies [29] via cp --reflink
or other implementation-specific interfaces. Marking a direc-
tory as CoW is quick, especially when the file system can
mark the top-level directory as CoW and lazily propagate the
changes down the directory tree. Initially, this approach is
also space efficient because blocks or files need not be rewrit-
ten until they are modified. However, standard CoW presents
a subtle tradeoff between write amplification and locality.

The main CoW knob to tune is the copy granularity. If
the copy granularity is large, such as in file-level CoW, the
cost of small changes is amplified; the first write to any CoW
unit is high, drastically increasing update latency, and space
is wasted because sharing is broken for al/ data. If the copy
granularity is small, updates are fast but fragmented; sequen-
tially reading the copy becomes expensive. Locality is crucial:
poor locality can impose a persistent tax on the performance
of all file accesses and directory traversals until the file is
completely rewritten or the system defragmented [8—10].

Nimble clones. An ideal logical copy—or clone—

implementation will have strong performance along

several dimensions. In particular, clones should:

e Dbe fast to create;

e have excellent read locality, so that logically related files
can be read at near disk bandwidth, even after modification;

e have fast writes, both to the original and the clone; and

e conserve space, in that the write amplification and disk
footprint are as small as possible, even after updates to the
original or to the clone.
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Figure 1: Grep Time for a logically copied 256MiB directory,
as a function of the number of prior copies with small edits.
(Lower is better.) Btrfs-svol is a volume snapshot, Btrfs and
XFS use cp --reflink. Full experiment details are in §5.1.

We call a clone with this constellation of features nimble.
Existing CoW clone implementations are not nimble.

Figure | illustrates how performance can degrade using
standard CoW techniques in two file systems with copy opti-
mizations. We start by creating a two-level directory hierarchy
with 64 4-MiB files (256MiB total), and the experiment pro-
ceeds for several rounds. Each round does a volume snapshot
or a reflink copy (depending on what the file system supports)
and then performs a small, 16-byte edit to each file. We report
the time to do a recursive, cold-cache grep over the entire
directory at the end of each round. The experiment is detailed
further in §5.1.

After each copy and modification, read performance de-
grades. In the case of XFS and ZFS, we see a factor of 3—4 x
after only 16 rounds. Btrfs degrades more gradually, about
50% over the same period. In both cases, however, the degra-
dation appears monotonic.

The critical issue here is the need to decouple the granular-
ity of writes to a clone from the granularity of copies of the
shared data. It makes perfect sense to copy a large file that is
effectively overwritten. But, for very small changes, it is more
IO efficient to keep a “delta” in scratch space until enough
changes accrue to justify the cost of a substantial rewrite. In
other words, the CoW copy size should be tuned to preserve
locality (e.g., set to an efficient transfer size for the device),
not to whatever granularity a single workload happens to use.
Contributions. In this paper, we present a logical copy spec-
ification, which we call a clone, and a set of performance
criteria that a nimble clone must satisfy. We present the de-
sign for a file system and nimble clone implementation that
meets all of these criteria.

One key insight into our solution is that the write-optimized
message-batching model used in systems such as BetrFS is
well suited to decouple writes from copies. There is already
a mechanism in place to buffer and apply small changes,
although implement the semantics of cloning requires sub-

stantial, additional data-structural work.

We extend BetrFS 0.4, an open-source, full-path-indexed,
write-optimized file system. BetrFS performance matches or
exceeds other local Linux file systems on a range of applica-
tions [8, 17,39,42], but BetrFS 0.4 does not support cloning.
BetrFS 0.5’s clone implements a policy we call Copy-on-
Abundant-Write, or CAW, by buffering small changes to a
cloned file or directory in messages until enough changes
accrue to warrant the cost of unsharing the cloned data.

This paper also contributes several data-structural tech-
niques to write-optimized dictionaries, in order to implement
nimble clones in BetrFS. First, we enable different traver-
sal paths to re-use the same physical data by transforming
BetrFS’s Bé-tree [3, 6] data structure into a BE-DAG (di-
rected acyclic graph). Second, in order to realize very fast
logical copies, we develop new techniques that apply write-
optimization, which has previously been used to accelerate
changes to data stored in the key-value store, towards batch-
ing changes to the topology of the data structure itself, i.e.,
its pivots and internal pointers. An essential limitation of the
state of the art, including BetrFS, is that renames, which mod-
ify the tree structure, cannot be batched; rather, renames must
be completed immediately, including applying all pending
changes to the relevant portions of the file system namespace.
We introduce a GOTO message, which can rapidly persist a
logical copy into the message buffer, and is as fast as any
small write. With GOTOs, BE-DAG-internal housekeeping
work is piggy-backed onto any writes to the logically copied
region. Third, we introduce a translation prefix abstraction
that can—at rest—logically correct stale keys in shared data,
facilitating both deferred copies and correct queries of par-
tially shared data. As a result of these techniques, BetrFS
can rapidly persist large logical copies much faster than the
current state of the art (33%—6.8x), without eroding read,
write, or space efficiency.

The contributions of this paper are as follows:

e A design and implementation of a BE-DAG data structure,
which supports nimble CAW clones. The B&-DAG extends
the Bé-tree buffered-message substrate to store and logi-
cally apply small changes to a clone, until enough changes
accrue to warrant the cost of rewriting a clone.

e A write-optimized clone design, wherein one can persist a
clone by simply writing a message into the root of the DAG.
The work of the clone is batched with other operations and
amortized across other modifications.

e An asymptotic analysis, indicating that adding cloning does
not harm other operations, and that cloning itself has a cost
that is logarithmic in the size of the BE-DAG.

o A thorough evaluation of BetrFS, which demonstrates that
it meets the nimble performance goals, does not erode the
advantages of baseline BetrFS on unrelated workloads, and
can improve performance of real-world applications. For
instance, we wrote an LXC (Linux Container) backend
that uses cloning to create containers, and BetrFS is 3—4 x
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faster than other file systems with cloning support, and up
to 2 orders of magnitude faster than those without.

2 BetrFS Background

This section presents Bé-tree and BetrFS background that is
necessary to understand the cloning implementation presented
in the rest of the paper.

BetrFS [17,18,39,40,42,43] is an in-kernel, local file sys-
tem built on a key-value store (KV-store) substrate. A BetrFS
instance keeps two KV-stores. The metadata KV-store maps
full paths (relative to the mountpoint, e.g., /foo/bar/baz)
to struct stat structures, and the data KV-store maps {full
path + block number} keys to 4KiB blocks.

The Bé-tree. BetrFS is named for its KV-store data structure,
the BE-tree [3,6]. A B®-tree is a write-optimized KV-store
in the same family of data structures as an LSM-tree [25] or
COLA [2]. Like B-tree variants, Bé-trees store key-value pairs
in leaves. A key feature of the B®-tree is that interior nodes
buffer pending mutations to the leaf contents, encoded as
messages. Messages are inserted into the root of the tree, and,
when an interior node’s buffer fills with messages, messages
are flushed in large batches to one or more children’s buffers.
Eventually, messages reach the leaves and the updates are
applied. As a consequence, random updates are inexpensive—
the BE-tree effectively logs updates at each node. And since
updates move down the tree in batches, the 10 savings grow
with the batch size.

A key BE-tree invariant is that all pending messages for a
given key-value pair are located on the root-to-leaf traversal
path that is defined by its key. So a point query needs to read
and apply all applicable buffered messages on the traversal
path to construct a correct response. Messages have a logical
timestamp, and one can think of the contents of these buffered
messages as a history of mutations since the last time the leaf
was written.

Range operations. BetrFS includes optimizations for con-
tiguous ranges of keys. These are designed to optimize opera-
tions on subtrees of the file system namespace (e.g., mv).

Importantly, because BetrFS uses full-path keys, the con-
tents of a directory are encoded using keys that have a com-
mon prefix and thus are stored nearly contiguously in the
BE-tree, in roughly depth-first order. One can read a file or
recursively search a directory with a range query over all
keys that start with the common directory or file prefix. As
a result, BetrFS can use a range delete message to delete an
entire file or recursively (and logically) delete a directory tree
with a single message. The range delete is lazily applied to
physically delete and recover the space.

Full-path indexing and renaming. Efficient rename opera-
tions pose a significant challenge for full-path-indexed file
systems. BetrFS has a range rename operation, which can
synchronously change the prefix of a contiguous range of keys

in the B-tree [42]. In a nutshell, this approach slices out the
source and destination subtrees, such that there is a single
pointer at the same BE-tree level to the source and destination
subtrees. The range rename then does a “pointer swing”, and
the tree is “healed” in the background to ensure balance and
that nodes are within the expected branching factor. Some
important performance intuition about this approach is that
the slicing work is logarithmic in the size of the renamed data
(i.e., the slicing work is only needed on the right and left edge
of each subtree).

BetrFS ensures that range rename leaves most of the on-
disk subtree untouched by lifting out common key prefixes.
Consider a subtree T whose range is defined at 7"’s parent by
pivots p; and p;. Then the longest common prefix of p; and
P2, denoted lep(py, p2), must be a prefix of all the keys in
T. A lifted B®-tree omits lcp(p1, p2) from all keys in 7. We
say that lep(p1, p2) has been lifted out of T, and that lcp-T
is lifted. The lifted Bé-tree maintains the lifting invariant, i.e.
that every subtree is lifted at all times. Maintaining the lifting
invariant does not increase the 1O cost of insertions, queries,
flushes, node splits or merges, or any other B®-tree operations.

With the combination of tree surgery and lifting, BetrFS
renames are competitive with inode-based file systems [42].

Crash consistency. BetrFS’s BE-tree nodes are copy-on-
write. Nodes are identified using a logical node number, and a
node translation table maps logical node numbers to on-disk
locations. The node translation table also maintains a bitmap
of free and allocated disk space. Node writeback involves
allocating a new physical location on disk and updating the
node translation table. This approach removes the need to
modify a parent when a child is rewritten.

All Bé-tree modifications are logged in a logical redo log.
The BE-tree is checkpointed to disk every 60 seconds; a check-
point writes all dirty nodes and the node translation table to
disk and then truncates the redo log. After a crash, one need
only replay the redo log since the last checkpoint.

Physical space is reclaimed as part of the checkpointing
process with the invariant that one can only reuse space that
is not reachable from the last stable checkpoint (otherwise,
one might not recover from a crash that happens before the
next checkpoint). As a result, node reclamation is relatively
straightforward: when a node is overwritten, the node transla-
tion table tracks the pending free, and then applies that free
at the next checkpoint. We note that range delete of a subtree
must identify all of the nodes in the subtree and mark them
free as part of flushing the range delete message; the node
translation table does not store the tree structure.

3 Cloning in BetrFS 0.5

This section describes how we augment BetrFS to support
cloning. We begin by defining clone semantics, then describe
how to extend the lifted B&-tree data structure to a lifted B®-
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DAG (directed acyclic graph), and finally describe how to
perform mutations on this new data structure. The section
concludes with a brief asymptotic analysis of the BE-DAG.

When considering the design, it helps to differentiate the
three layers of the system: the file system directory hierarchy,
the KV-store keyspace, and the internal B2-tree structure. We
first define the clone operation semantics in terms of their
effect on file system directory tree. However, because all
file system directories and their descendants are mapped onto
contiguous KV-store keys based on their full paths, we then
focus the BetrFS clone discussion on the KV-store keyspace
and the internal B®-tree structure implementation.

CLONE operation semantics. A CLONE operation takes as
input two paths: (1) a source path—either a file or directory
tree root—and (2) a destination path. The file system directory
tree is changed so that a logically identical copy of the source
object exists at the location specified by the destination path.
If a file or directory was present at the destination before the
clone, that file or directory is unlinked from the directory tree.
The clone operation is atomic.

In the KV-store keyspace, clone(s,d) copies all keys with
prefix s to new keys with prefix s replaced with prefix d. It
also removes any prior key-value pairs with prefix d.

3.1 Lifted B:-DAGs

Our goal in making a lifted B&-DAG is to share, along multi-
ple graph traversal paths, a large amount of cloned data, and
to do so without immediately rewriting any child nodes. Intu-
itively, we should be able to immediately add one edge to the
graph, and then tolerate and lazily repair any inconsistencies
that appear in traversals across that newly added edge. As
illustrated in Figure 2, we construct the lifted BE-DAG by
extending the lifted BE-tree in three ways.

First, we maintain reference counts for every node so that
nodes can be shared among multiple B®-DAG search paths.
Reference counts are decoupled from the node itself and
stored in the node translation table. Thus, updating a node’s
reference does not require modifying any node. Whenever
a node’s reference count reaches zero, we decrement all of
its children’s reference counts, and then we reclaim the node.
Section 4 describes node reclamation.

A significant challenge for sharing nodes in a B®-tree or
BE-DAG is that nodes are large (target node sizes are large
enough to yield efficient transfers with respect to the under-
lying device, typically 2-4MiB) and packed with many key-
value pairs, so a given node may contain key-value pairs that
belong to unrelated logical objects. Thus, sharing a BE-DAG
node may share more than just the target data.

For example, in Figure 2, the lower node is the common
ancestor of all keys beginning with s, but the subtree rooted
at the node also contains keys from g to v. We would like to
be able to clone, say, s to p by simply inserting a new edge,
with pivots p and pz, pointing to the common ancestor of all

(query: pw )

buffer

pivots P le] pz

(query: w )

———
(query: sw )
N bt A A

buffer

pivots| g [#]s [o] sm [«] sz [«]v

Figure 2: Query processing example in a lifted BE-DAG. Ini-
tially, the query pw arrives at the parent node. Since the target
child’s pointer is bracketed by pivots that share the common
prefix p (pivots p and pw bracket the pointer to the child), the
lifted B®-DAG lifts (i.e., removes) the common prefix p from
the query term used for searching in the child, transforming
the query from pw to w. Next, the query w reaches an edge
with translation prefix s. The lifted BE-DAG prepends the
translation prefix s to the query before continuing to the child.
Thus, the query that finally arrives at the child is sw: the com-
mon prefix p was lifted out, and the translation prefix s was
prepended. The query process proceeds recursively until a
terminal node is reached.

s keys but, as the example illustrates, this could have the side
effect of cloning some additional keys as well.

Thus, our second major change is to alter the behavior of
pivot keys so that they can exclude undesirable keys from
traversals. This filtering lets us tolerate unrelated data in
a subgraph. A baseline B®-tree has an invariant that two
pivot keys in a parent node must bound all key-value pairs
in their child node (and sub-tree). In the BE-DAG, we must
relax this invariant to permit node sharing, and we change
the graph traversal behavior to simply ignore any key-value
pair, message, or pivot that lies outside of the parent pivot
keys’ range. This partially addresses the issue of sharing a
subgraph with extraneous data at its fringe.

The third, related change is to augment each edge with an
optional translation prefix that alters the behavior of traver-
sals that cross the edge. When cloning a source range of keys
to a destination, part of the source key may not be lifted. A
translation prefix on an edge specifies any remaining part of
the source prefix that was not lifted at the time of cloning.
As Figure 2 shows, whenever a query crosses an edge with
translation prefix s, we prepend s to the query term before
continuing to the child, so that the appropriate key-value pairs
are found. Once completed, a query removes the transla-
tion prefix from any results, before the lifted destination key
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Figure 3: Creating a clone by inserting a GOTO message. Note
that the GOTO message’s bracketing pivots are (p, pz), and its
child pointer contains translation prefix s. The GOTO message
supersedes the node’s other pivots during a traversal.

along the search path is added back. In the common case, the
translation prefix will be NULL.

With these changes—reference counting, filtering pivots,
and translation prefixes—a BE-DAG can efficiently represent
clones and share cloned data among different search paths.

3.2 Creating clones with GOTO messages

To clone all keys (and associated data) with prefix s to new
keys with prefix p, we first find the lowest-common ancestor
(LCA) of all s keys in the BE&-DAG, as shown in Figure 3.
Intuitively, the LCA is the root of the lowest sub-graph that
includes all source keys. We will call the LCA of all s keys
node L;. We then flush to Ly any pending messages for s keys,
so that all information about s keys can be found within the
sub-DAG rooted at node L;. We also insert into the root’s
buffer a GOTO message (described below) for all p keys with
target node L;. We finally increment the reference count of
L;. This completes the cloning process.

GOTO messages. A GOTO message behaves like a pair of
bracketing pivots and an associated child pointer. Each GOTO
message specifies a range of keys, (a,b); a target height; and
anode, U. Whenever a query for some key x reaches a node
with a GOTO message, if x falls in the range (a,b), then the
query continues directly to node U; said differently, a node’s
GOTO message supersedes the node’s other pivots during a
traversal. Like regular pivots, if the two pivots in a GOTO
message share a common prefix, then that prefix is removed
(lifted) from the query before continuing. Furthermore, like
regular child pointers, the pointer in a GOTO message can spec-
ify a translation prefix that gets prepended to queries before
they continue. Figure 3 illustrates a simple GOTO example,
where s is cloned to p. There is a normal child pointer associ-
ated with node pivots that bracket prefix s, as well as a GOTO
message that redirects queries for p to the LCA of s. In this
example, we assume s has not been lifted from the LCA, and,
thus, s is used as a translation prefix on the GOTO message.

Flushing GOTO messages. Unlike a regular pair of pivots that

bracket a child pointer, a GOTO message can be flushed from
one node to another, just like any other message. Encoding
DAG structure inside a message is an incredibly powerful fea-
ture: we can quickly persist a logical clone and later batch any
post-cloning clean-up work with subsequent writes. When
subsequent traversals process buffered messages in logical
order, a GOTO takes precedence over all older messages per-
taining to the destination keys; in other words, a GOTO implic-
itly deletes all key-value pairs for the destination range, and
redirects subsequent queries to the source sub-graph.

For performance, we ensure that all root-to-leaf BE-DAG
paths have the same length. Maintaining this invariant is
important because, together with the BE-DAG’s fanout bounds,
it guarantees that the maximum B#-DAG path has logarithmic
length, which means that all queries have logarithmic 10
complexity. Thus, we must ensure that paths created by GOTO
messages are not longer than “normal” root-to-leaf paths.

This length invariant constrains the minimum height of
a GOTO message to be one level above the message’s target
node, U. At the time we flush to the LCA and create the
GOTO message, we know the height of U; as long as the GOTO
message is not flushed to the same level as U (or deeper), the
maximum query path will not be lengthened.

So, for example, if the root node in Figure 3 is at height
7 and the LCA of s is at height 3, then the GOTO message
will get lazily flushed down the tree until it resides in the
buffer of some node at height 4. At that point the GOTO will
be converted to a regular bracketing pair of node pivots and a
child pointer, as shown in Figure 4.

In flushing a GOTO above the target height, the only addi-
tional work is possibly deleting obviated internal nodes. In
the simple case, where a GOTO covers the same key range as
one child, flushing simply moves the message down the DAG
one level, possibly lifting some of the destination key. One
may also delete messages obviated by the GOTO as part of
flushing. The more difficult case is when a GOTO message
covers more than one child pointer in a node. In this case, we
retain only the leftmost and rightmost nodes. We flush the
GOTO to the leftmost child and adjust the pivot keys to include
both the left “fringe” and the GOTO message’s key range. We
similarly adjust the rightmost pivot’s keys to exclude any keys
covered by the GOTO message (logically deleting these keys,
but deferring clean-up). Any additional child pointers and
pivots between the left and rightmost children covered by the
GOTO are removed and the reference counts on those nodes
are reduced by one, effectively deleting those paths.

Converting a GOTO message into node pivots and a child
pointer is conceptually similar to flushing a GOTO. As with
flushing, a GOTO message takes precedence over any older
messages or pre-existing node pivots and child pointers that
it overlaps. This means that any messages for a child that
are obviated by the GOTO may be dropped before the GOTO is
applied.

The simplest case is where a single child is exactly covered
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Figure 4: Converting a GOTO message (left) into a pair of
bracketing pivots and a child pointer (right). Note that the
GOTO message’s pivots pab and ¢t completely cover the range
specified by the pre-existing node pivots pz and r, so the
GOTO’s pivots replace those pivots in the new node (right).
Additionally, the translation prefix s is changed to as,. This
is because, in the original node (left), the prefix p is lifted by
pivots pa and pz, but in the new node (right), new prefix pa
is lifted by pivots pa and pab; a must therefore be prepended
to the translation prefix in order to maintain traversal equiva-
lence. (Not shown: the reference counts of covered children
are dropped.)

by the GOTO; here, we just replace the pointer and decrement
the original child’s reference count. For example, in Figure 4,
the GOTO message’s range (pab,t) completely covers the old
pivot range (pz,r). Thus, when converting the GOTO message
into regular pivots, we drop the node pointer with translation
prefix s3, and we decrement the reference count of the node
to which it pointed.

Partial overlap with a pivot range is handled by a combi-
nation of adjusting pivots and adding new pointers. In Fig-
ure 4, the GOTO message partially overlaps the old pivot ranges
(pa, pz) and (r,w), and there is live data on the “left” fringe
of this child (keys between pa and pab are not covered by this
GOTO). We modify the original pivot keys so that subsequent
traversals through their child pointers only consider live data,
but we leave the child nodes untouched and defer physically
deleting their data and relifting their keys. Note that in this ex-
ample, the subtree between updated pivots pa and pb should
lift pa instead of just p, so we add a to the translation prefix
until the next time this child is actually flushed and re-lifted.
We finally replace the covered pivots with new pivot keys and
a child pointer for the GOTO’s target (the pointer between pab
and ¢ in the right portion Figure 4). In the case where a GOTO
message overlaps a single child with live data on the left and
right fringe (not illustrated), we would create a third pointer
back to the original child and increment its reference count
accordingly, with appropriate translation prefixes and pivots
to only access the live data on the “right” side.

Finally, as with flushing a GOTO, if a GOTO covers multiple
children, we remove all of the references to the “interior’
children, and replace them with a single child pointer to the
GOTO target. We note that this can temporarily violate our
target fanout; we allow the splitting and merging process,
described next, to restore the target fanout in the background.

>

3.3 Flushes, splits, and merges

We now explain how node flushes, splits, and merges interact
with reference counting, node sharing, translation prefixes,
and GOTO messages.

At a high level, we break flushing, splitting, and merging
into two steps: (1) convert all involved children into simple
children (defined below), then (2) apply the standard lifted
Bé-tree flushing, splitting, or merging algorithm.

A child is simple if it has reference count 1 and the edge
pointing to the child has no translation prefix. When a child
is simple, the BE-DAG locally looks like a lifted B®-tree, so
we can use the lifted B%-tree flushing, splitting, and merging
algorithms, since they all make only local modifications to
the tree.

The BE-DAG has an invariant that one may only flush into
a simple child. Thus, one of two conditions that will cause a
node to be made simple is the accumulation of enough mes-
sages in the parent of a node—i.e., a copy-on-abundant-write.
The second condition that can cause a node to become simple
is the need to split or merge the node by the background, heal-
ing thread; this can be triggered by healing a node that has
temporarily violated the target fanout, or any other condition
in the baseline B&-tree that would cause a split or merge.

We present the process for converting a child into a simple
child as a separate step for clarity only. In our implementation,
the work of making a child simple is integrated with the
flushing, splitting and merging algorithms. Furthermore, all
the transformations described are performed on in-memory
copies of the node, and the nodes are written out to disk only
once the process is completed. Thus simplifying children
does not change the 10 costs of flushes, splits, or merges.

The first step in simplifying a child is to make a private
copy of the child, as shown in Figure 5. When we make a
private copy of the child, we have to increment the reference
counts of all of the child’s children.

Once we have a private copy of the child, we can discard
any data in the child that is not live, as shown in the first two
diagrams of Figure 6. For example, if the edge to the child
has translation prefix sy, then all queries that reach the child
will have s; as a prefix, so we can discard any messages in the
child that don’t have this prefix, because no query can ever
see them. Similarly, we can drop any children of the child
that are outside of the range of s; keys, and we can update
pivots to be entirely in the range of s; keys. When we adjust
pivots in the child, we may have to adjust some of the child’s
outgoing translation prefixes, similar to when we converted
GOTO messages to regular pivots.

Finally, we can relift the child to “cancel out” the trans-
lation prefix on the edge pointing to the child and all the s
prefixes inside the child. Concretely, we can delete the s
translation prefix on the child’s incoming edge and delete the
s1 prefix on all keys in the child.

A consequence of this restriction is that translation prefixes
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Figure 5: Creating a private copy of a shared child. The original node’s contents are copied, and its reference count is decremented.
Since the private copy points to all of the original node’s children, those children have their reference count increased by one.

(Pivot keys are omitted for clarity; they remain unchanged.)
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Figure 6: Eliminating a child’s translation prefix. The original child node (left) is a private copy with reference count one. First,
nodes with unreachable keys are deleted and reclaimed (center). Then the translation prefix s; is removed from the incident edge
and logically applied to all pivot keys and all keys in buffered messages (right).

should always be NULL after a flush. Intuitively, one only
needs a translation prefix to compensate for the effect on
lifting of logically deleted data still in a node; after a flush, this
data is physically deleted and the node is re-lifted, obviating
the need for a translation prefix.

As described, these steps slightly modify the amortized

and background work to “heal” irregularities in the BE-DAG.

This work is primarily driven by subsequent writes to the
affected range; a shared node that is not modified on any path
can remain shared indefinitely. In our current prototype, we
do track shared nodes with very little live data, and mark
them for flushing either in the background or under space
pressure to reclaim space. The key feature of this design is
the flexibility to rewrite nodes only when it is to the advantage
of the system—either to reclaim space or recover locality for
future queries.

3.4 Putting it all together

The remaining lifted B&-tree operations are unchanged in a
BE-DAG. Inserts, deletes, and clones just add messages to the
root node’s buffer. When an internal node’s buffer becomes
full, we flush to one of its children (after making the child
simple, if necessary). When a leaf becomes too large or too
small, we split or merge it (after making the leaf simple).
When an internal node has too many or too few children, we
split or merge it (again after making it simple).

3.5 Asymptotic Analysis

This subsection shows that adding cloning does not affect the
asymptotics of other operations, and that the cost of a clone
is logarithmic in the size of the tree.

Insert, query, and clone complexity all depend on the B2-
DAG height, which is bounded by the height of a lifted Bé-tree
with the same logical state. To see why, consider the following
straightforward transformation of a BE-DAG to a BE-tree: first
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flush all GOTO messages until they become regular pivots, then
break the CoW sharing of all nodes. Since this conversion
can only increase the height of the data structure, a logically
equivalent lifted BE-tree is at least as tall as a BE-DAG.

The height of a B:-tree is O(logz N), where N is the total
number of items that have been inserted into the tree. Hence
the height of a BE-DAG is O(loggz N), where N is the number
of keys that have been created, either through insertion or
cloning, in the B:-DAG.

Queries. Since the height of the BE-DAG is O(logg N), the
IO cost of a query is always O(logg N).

Insertions. The BE-DAG insertion IO cost is the same as in
a Be-tree, i.e., O(k}’ﬁﬁ?’). This is because the IO cost of an
insertion is & x ¢/b, where h is the height of the BE-DAG, ¢
is the 10 cost of performing a flush, and b is the minimum
number of items moved to child during a flush. Flushes cost
O(1) I0s in a BE-DAG, just as in a B®-tree, and flushes move
at least Q(B/B'~¢) items, since the buffer in each node has
size Q(B), and the fanout of each node is O(B%).

Clones. The cost to create a clone can be broken into the
online cost, i.e,. the costs of all tasks that must be completed
before the clone is logically in place, and the offline costs,
i.e., the additional work that is performed in the background
as the GOTO message is flushed down the tree and eventually
converted to regular pivots.

The online cost of cloning s to d is merely the cost to push
all s messages to s’s LCA and insert the GOTO message. The
cost of pushing all the messages to the LCA is O(logz N) 10s.
Inserting the new GOTO message costs less than 1 IO, so the
total cost of creating a clone is O(logg N) IOs.

The background cost is incurred by the background thread
that converts all edges with a translation prefix into simple
edges. We bound the 10 cost of this work as follows. A clone
from s to d can result in edges with translation prefixes only
along four root-to-leaf paths in the BE-DAG: the left and right
fringes of the sub-dag of all s keys, and the left and right
fringes of the sub-dag of all d keys. Thus the total IO cost of
the background work is O(logg N).

4 Implementation and Optimizations

In this section, we describe two optimizations that reduce the
total cost of clones. Although they do not alter the asymp-
totics, we leverage the file system namespace and BetrFS
design to save both background and foreground IO.

Preferential splitting. Most background cloning work in-
volves removing unrelated keys and unlifted prefix data from
fringe nodes, i.e., nodes that contain both cloned and non-
cloned data. Thus, we could save work by reducing the num-
ber of fringe nodes.

Baseline BetrFS picks the middle key when splits a leaf
node. With preferential splitting, we select the key that max-
imizes the common prefix of the leaf, subject to the constraint

that both new leaves should be at least 1/4 full. Since data in
the same file share the same prefix (as do files in the same di-
rectory), preferential splitting reduces the likelihood of having
fringe nodes in a clone.

A naive approach would compare the central half of all leaf
keys and pick the two adjacent keys with the shortest common
prefix. However, this scan can be costly. We can implement
preferential splitting and only read two keys: because the
shortest common prefix among adjacent keys is the same as
the common prefix of the smallest and the largest candidate
keys (the keys at 1/4 and 3/4 of the leaf), we can construct a
good parent pivot from these two keys.

Node reclamation. We run a thread in the background that
reclaims any node whose reference count reaches 0. As part
of the node reclamation process, we decrement each child
node’s reference count, including nodes pointed to by GOTO
messages. Node reclamation proceeds recursively on children
whose reference counts reach zero, as well.

This thread also checks any node with a translation prefix.
In an extreme case, a node with no reachable data may have a
positive reference count due to translation prefixes. For ex-
ample, if the only incident edge to a sub-DAG has translation
prefix s, but no key in the entire sub-DAG has s as a prefix,
then all data in the sub-DAG is reclaimable. As part of space
reclamation, BetrFS finds and reclaims nodes with no live
data, or possibly unshares and merges nodes with relatively
little live data.

Concurrency. B-tree concurrency is a classic problem, since
queries and inserts proceed down the tree, but splits and
merges proceed up the tree, making hand-over-hand locking
tricky. BE-trees have similar issues, since they also perform
node splits and merges, and many of the B-tree-based solu-
tions, such as preemptive splitting and merging [28] or sibling
links [20], apply to B®-trees, as well.

We note here that our cloning mechanism is entirely top-
down. Messages get pushed down to the LCA, GOTO mes-
sages get flushed down the tree, and non-simple edges get
converted to simple edges in a top-to-bottom manner. Thus
cloning imposes no new concurrency issues within the tree.

Background cleaning. BetrFS includes a background pro-
cess that flushes messages for frequently queried items down
the tree. The intention of this optimization is to improve
range and point query performance on frequently queried
data: once messages are applied to key-value pairs in B-tree
leaves, future queries need not reprocess those messages.

We found that, in the presence of clones, this background
task increased BetrFS 0.5’°s space consumption because, by
flushing small changes, the cleaner would break B:-DAG
nodes’ copy-on-write sharing.

Thus we modified the cleaner to never flush messages into
any node with a reference count greater than 1; such messages
instead wait to be flushed in normal write-optimized batches
once enough work has accrued to warrant rewriting the node.
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Figure 7: Latency to clone, write, and read as a function of the number of times a directory tree has been cloned. Lower is better

for all measures.

5 Evaluation

This section evaluates BetrFS 0.5 performance. The evalua-

tion centers around the following questions:

e Do BetrFS 0.5 clones meet the performance goals of si-
multaneously achieving (1) low latency clone creation, (2)
reads with good spatial locality, even after modifications,
(3) fast writes, and (4) space efficiency? (§5.1)

e Does the introduction of cloning harm the performance of
unrelated operations? (§5.2)

e How can cloning improve the performance of a real-world
application? (§5.3)

All experimental results were collected on a Dell Optiplex
790 with a 4-core 3.40 GHz Intel Core i7 CPU, 4GiB RAM,
and a 500GB, 7200 RPM SATA disk, with a 4096-byte block
size. We boot from a USB stick with the root file system,
isolating the file system under test to only the workload. The
system runs 64-bit Ubuntu 14.04.5.

We compare BetrFS 0.5 to baseline BetrFS, ext4, Btrfs,
XFS, ZFS, and NILFS2. We used BetrFS version 0.4
from github.com/oscarlab/betrfs, ZFS 0.6.5.11 from
zfsonlinux.org and kernel default versions of the other file
systems. Unless noted, each experiment was run a minimum
of 5 times. We present the mean and display bars that indicate
the minimum and maximum times over all runs. Similarly, 4
terms bound the minimum and maximum values over all runs.
Unless noted, all benchmarks are cold-cache tests.

BetrFS only works on a modified 3.11.10 kernel, so we run
BetrFS on that kernel; all other file systems run on 4.9.142.
We note that we ran experiments on both kernel versions, and
performance was generally better on the newer kernel; we
present the numbers for the newer kernel.

5.1 Cloning Performance

To evaluate the performance of cloning (and similar copy-
on-write optimizations in other file systems), we wrote a
microbenchmark that begins by creating a directory hierarchy
with eight directories, each containing eight 4MiB-files. The

microbenchmark then proceeds in rounds. In each round, we
create a new clone of the original directory hierarchy and
measure the clone operation’s latency (Figure 7a). We next
write 16 bytes to a 4KiB-aligned offset in each newly cloned
file—followed by a sync—in order to measure the impact of
copy-on-write (Figure 7b) on writes. We then clear the file
system caches and grep the newly copied directory to measure
cloning’s impact on read time (Figure 7c). Finally, we record
the change in space consumption for the whole file system at
each step (Table 1). We call this workload Dookubench.

We compare directory-level clone in BetrFS 0.5 to 3 Linux
file systems that either support volume snapshots (Btrfs and
ZFS) or reflink copies of files (Btrfs and XFS). We compare
in both modes; the label Btrfs-svol is in volume-snapshot
mode. For the file systems that support only file-level clones
(XFS and Btrfs without svol), the benchmark makes a copy
of the directory structure and clones the files.

For BetrFS 0.5, we present data in two modes. In “no
cleaner” mode, we disable the background process in BetrFS
0.5 that flushes data down the tree (Section 4). We found that
this background work created a lot of noise in our space exper-
iments, so we disabled it to get more precise measurements.
We also run the benchmark in BetrFS 0.5’s default mode
(with the cleaner enabled). As reported below, the cleaner
made essentially no difference on any benchmark, except to
increase the noise in the space measurements.

Figure 7a shows that BetrFS 0.5’s cloning time is around
60ms, which is 33% faster than the closest data point from
another file system (the first clone on XFS), 58% faster than a
volume clone on Btrfs, and an order of magnitude faster than
the worst case for the competition. Furthermore, BetrFS 0.5°s
clone performance is essentially flat throughout the experi-
ment. Thus we have achieved our objective of cheap clones.
Btrfs and ZFS also have flat volume-cloning performance,
but worse than in BetrFS 0.5. Both Btrfs and XFS file-level
clone latencies, on the other hand, degrade as a function of
the number of prior clones; after 8 iterations, clone latency is
roughly doubled.

In terms of write costs, the cost to write to a cloned file or
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github.com/oscarlab/betrfs
zfsonlinux.org

FS A KiB/round c

Btrfs 176 £112 56.7

Btrfs-svol 32 £ 0 0

XFS 326 £ 954 50.9

ZFS 250  £750 462.9

BetrFS 0.5 (no cleaning) 31.3 £+ 29.8 19.9

BetrFS 0.5 16.3 +950.8 460.8
Table 1:  Average change in space usage after each

Dookubench round (a directory clone followed by small,
4KiB-aligned modifications to each newly cloned file).

volume is flat for all file systems, although BetrFS 0.5 can
ingest writes 8—10x faster. Thus we have not sacrificed the
excellent small-write performance of BetrFS.

Figure 7c shows that scans in BetrFS 0.5 are competitive
with the best grep times from other file systems in our bench-
marks. Furthermore, grep times in BetrFS 0.5 do not degrade
during the experiment. XFS and ZFS degrade severely—after
six clones, the grep time is nearly doubled. For XFS, there ap-
pears to be some work that temporarily improves locality, but
the degradation trend resumes after more iterations. Btrfs de-
grades by about 20% for file-level clones and 10% for volume
level clones after eight clones. This trend continues: after 17
iterations (not presented for brevity), Btrfs read performance
degrades by 50% with no indication of leveling off.

Table | shows the change in file system space usage after
each microbenchmark round. BetrFS 0.5 uses an average of
16KiB per round, which is half the space of the next best file
system, Btrfs in volume mode. BetrFS 0.5’s space usage is
very noisy due to its cleaner—unsurprisingly, space usage is
less after some microbenchmark rounds complete, decreasing
by up to 693KiB. When the cleaner is completely disabled,
space usage is very consistent around 32KiB. Thus enabling
the cleaner reduces average space consumption but introduces
substantial variation. Overall, these results show that BetrFS
0.5 supports space-efficient clones.

In total, these results indicate that BetrFS 0.5 supports a
seemingly paradoxical combination of performance features:
clones are fast and space-efficient, and random writes are
fast, yet preserve good locality for sequential reads. No other
file system in our benchmarks demonstrated this combination
of performance strengths, and some also showed significant
performance declines with each additional clone.

5.2 General Filesystem Performance

This section evaluates whether adding cloning erodes the
performance advantages of write-optimization in BetrFS. Our
overarching goal is to build a file system that performs well
on all operations, not just clones; thus, we measure a wide
range of of microbenchmarks and application benchmarks.

Sequential 10. We measure the time to sequentially write a

read write
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Figure 8: Bandwidth to sequentially read and write a 10 GiB
file (higher is better).

50k ‘ :
—a— ext4 —e— NILFS2
40k —e— Btrfs BetrFS ||
fg XFS —e— BetrFS 0.5
3
E
=
2.
=
on
=
2
<=
E

Files created
Figure 9: Cumulative file creation throughput during the
Tokubench benchmark (higher is better).

10GiB file to disk (the benchmarking machine has only 4GiB
of RAM, so this is more than double the available RAM),
and then sequentially re-read the data from disk. Figure 8
shows the throughput of both operations. All the filesystems
perform sequential IO relatively well. BetrFS 0.5 performs
sequential reads at comparable throughput to BetrFS, ZFS,
and NILFS2, which is only about 19% less than ext4, Btrfs
and XFS. Sequential writes in BetrFS 0.5 are within 6% to
the fastest file system (Btrfs). We attribute this improvement
to preferential splitting, which creates a pivot matching the
maximum file data key at the beginning of the workload,
avoiding expensive leaf relifting in subsequent node splits.

Random IO. We measure random write performance with a
microbenchmark that issues 256K 4-byte overwrites at ran-
dom offsets within a 10GiB file, followed by an fsync. This
number of overwrites was chosen to run for at least several
seconds on the fastest filesystem. Similarly, we measure
random read performance by issuing 256K 4-byte reads at
random offsets within an existing 10GiB file.

Table 2 shows the execution time of the random write and
random read microbenchmarks. BetrFS 0.5 performs these
random writes 39—67 x faster than conventional filesystems
and 8.5% slower than BetrFS. BetrFS 0.5 performs random
reads 12% slower than the fastest file system.

Tokubench. We evaluate file creation using the Tokubench
benchmark [13]. Tokubench creates three million 200-byte
files in a balanced directory tree (no directory is allowed to
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FS random write (s) random read (s) FS find (s) grep (s) delete (s)

ext4 2770.6 + 21.3 19479 4+ 5.9 ext4 222 £0.0 37.71 £ 7.1 3.38 £2.2
Btrfs 2069.1 + 14.6 19075 + 6.4 Btrfs 1.03 £0.0 8.88 + 0.3 2.88 £0.0
XFS 2863.4 £+ 14.1 2023.3 4+ 27.8 XFS 6.81 £0.2 57.79 £104 1033 +£14
ZFS 3410.6 +9374 21639 +112.2 ZFS 10.50 £ 0.2 38.64 + 04 9.18 +£0.1
NILFS2 2022.0 + 4.8 1931.1 £+ 26.6 NILFS2 6.72 £0.1 875 + 0.2 941 £04
BetrFS 47 £+ 02 2201.1 + 2.9 BetrFS 0.23 £0.0 3.71 + 0.1 322 £04
BetrFS 0.5 55 +£ 0.1 2129.8 + 6.8 BetrFS 0.5 021 £0.0 3.87 + 0.0 3.37 £ 0.1

Table 2: Time to perform 256K 4-byte random writes/reads
(1 MiB total 10, lower is better).

Back-end FS Ixc-clone (s)
ext4 19.514 + 1.214
Btrfs 14.822 4+ 0.076
ZFS 16.194 + 0.538
Dir XFS 55.104 £+ 1.033
NILFS2 26.622 + 0.396
BetrFS 0.5 8.818 + 1.073
ZFS ZFS 0478 + 0.019
Btrfs Btrfs 0.396 + 0.036
BetrFS 0.5 BetrFS 0.5-clone 0.118 = 0.010

Table 4: Latency of cloning a container.

have more than 128 children). BetrFS 0.5 matches BetrFS
throughput, which is strictly higher than any other file system,
(except for one point at the end where NILFS2 is 8.7% higher),
and as much as 95 x higher throughput than ext4.

Directory Operations. Table 3 lists the execution time of
three common directory operations—grep, find or delete—on
the Linux 3.11.10 kernel source tree.

BetrFS 0.5 is comparable to the baseline BetrFS on all
of these operations, with some marginal (4-5%) overhead
on grep and delete from adding cloning. We also note that
we observed a degradation for BetrFS on larger directory
deletions; the degradation is unrelated to cloning and we
leave investigation of this for future work. Overall, BetrFS
0.5 maintains the order-of-magnitude improvement over the
other file systems on find and grep.

Application Benchmarks. Figure 10 reports performance
of the following application benchmarks. We measure two
BetrFS 0.5 variants: one with no clones in the file system
(labeled BetrFS 0.5), and one executing in a cloned Linux-
3.11.10 source directory (labeled BetrFS 0.5-clone).

The git clone workload reports the time to clone a
local Linux source code repository, which is cloned from
github.com/torvalds/linux, and git diff reports the
time to diff between the v4.14 and v4.7 tags. The tar work-
load measures the time to tar or un-tar the Linux-3.11.10
source. The rsync workload copies the Linux-3.11.10 source
tree from a source to a destination directory within the same
partition and file system. With the -~in-place option, rsync
writes data directly to the destination file rather than creating
a temporary file and updating via atomic rename. The IMAP

Table 3: Time to perform recursive grep, find and delete of
the Linux 3.11.10 source tree (lower is better)

server workload initializes a Dovecot 2.2.13 mailserver with
10 folders, each containing 2500 messages, then measures
throughput of 4 threads, each performing 1000 operations
with 50% reads and 50% updates (marks, moves, or deletes).
In most of these application benchmarks, BetrFS 0.5 is the
highest performing file system, and generally matches the
other file systems in the worst cases. In a few cases, where
the application is write-intensive, such as git clone and rsync,
BetrFS 0.5-clone degrades relative to BetrFS 0.5, attributable
to the extra work of unsharing nodes, but the performance is
still competitive with, or better than, the baseline file systems.
These application benchmarks demonstrate that extending
write-optimization to include clones does not harm—and can
improve—application-level performance.

5.3 Cloning Containers

Linux Containers (LXC) is one of several popular container
infrastructures that has adopted a number of storage back-
ends in order to optimize container creation. The default
backend (dir) does a rsync of the component directories into
a single, chroot-style working directory. The ZFS and Btrfs
back-ends use subvolumes and clones to optimize this process.
We wrote a BetrFS 0.5 backend using directory cloning.

Table 4 shows the latency of cloning a default Ubuntu 14.04
container using each backend. Interestingly, BetrFS 0.5 using
clones is 3—4 x faster than the other cloning backends, and up
to two orders of magnitude faster than the others.

6 Related work

File systems with snapshots. Many file systems implement
a snapshot mechanism to make logical copies at whole-
file-system-granularity [27]. Tree-based file systems, like
WAFL [15], ZFS [41], and Btrfs [29], implement fast snap-
shots by copying the root. WAFL FlexVols [12] add a level
of indirection between the file system and disks, supporting
writable snapshots and multiple active file system instances.

FFS [21] implements read-only file system views by cre-
ating snapshot inode with a pointer to each disk block; the
first time a block is modified, FFS copies the block to a new
address and updates the block pointer in the snapshot inode.
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Figure 10: Application benchmarks.

NILFES [19] is a log-structured file system that writes B-
tree checkpoints as part of each logical segment. NILFS can
create a snapshot by making a checkpoint block permanent.

GCTree [11] implements snapshots on top of ext4 by cre-
ating chains of metadata block versions. Each pointer in
the metadata block has a “borrowed bit” to indicate whether
the target block was inherited from the previous version.
Ext3cow [26] snapshots are defined by an epoch. Ext3cow
can render any epoch’s file-system view by fetching entries
alive at that epoch. NOVA-Fortis [38] supports snapshots by
adding private logs to each inode.

File or directory clones. AFS [16] introduced the idea of
volumes as a granularity for cloning and backup in a large, dis-
tributed file system; volumes isolate performance disruption
from cloning one user’s data from other users. Episode [7]
can create immutable fileset clones by copying all the fileset’s
anodes (inodes) and marking all block pointers copy-on-write.
Btrfs [29] can create file clones by sharing a file’s extents.
Windows® 2000 Single Instance Storage (SIS) [5] uses dedu-
plication techniques to implement a new type of link that has
copy semantics. Creating the first SIS link requires a complete
data copy to a shared store. Writes are implemented copy-
on-close: once all open references to an SIS link are closed,
sharing is broken at whole-file granularity. Copy-on-close
optimizes for the case of complete overwrites.

Versioning file systems. Versioning files is an old idea, dating
back to at least TENEX system [4]. Versioning file systems
have appeared in a number of OSes [1,22,31], but often with
limitations such as a fixed number of versions per file and
no directory versioning. The Elephant File System [30] auto-
matically versions all files and directories, creating/finalizing
a new file version when the file is opened/closed. Each file
has an inode log that tracks all versions. CVFES [32] suggests
journal-based metadata and multi-version B-trees as two ways
to save space in versioning file systems. Versionfs [23] is a
stackable versioning file system where all file versions are
maintained as different files in the underlying file system.

Exo-clones [33] were recently proposed as a file format for
efficiently serializing, deserializing, and transporting volume

clones over a network. Exo-clones build upon an underly-
ing file system’s mechanism for implementing snapshots or
versions. Nimble clones in BetrFS 0.5 have the potential
to make exo-clones faster and smaller than on a traditional
copy-on-write snapshotting system.

Database indexes for dynamic hierarchical data. The clos-
est work to ours in databases is the BO-tree [14], a B-tree
indexing scheme for hierarchical keys that supports mov-
ing key subtrees from one place to another in the hierarchy.
They even support moving internal nodes of the key hierarchy,
which we do not. However, they do not support clones—only
moves—and their indexes are not write optimized.

7 Conclusion

This paper demonstrates how to use write-optimization to
decouple writes from copies, rendering a cloning implementa-
tion with the nimble performance properties: efficient clones,
efficient reads, efficient writes, and space efficiency. This tech-
nique does not harm performance of unrelated operations, and
can unlock improvements for real applications. For instance,
we demonstrate from 3-4x improvement in LXC container
cloning time compared to optimized back-ends. The tech-
nique of applying batched updates to the data structure itself
likely generalize. Moreover, our cloning implementation in
the BE-DAG could be applied to any application built on a
key-value store, not just a file system.
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Abstract

Large-scale high-performance computing (HPC) applications
running on supercomputers produce large amounts of data
routinely and store it in files on multi-PB shared parallel stor-
age systems. Unfortunately, storage community has a limited
understanding of the access and reuse patterns of these files.
This paper investigates the access and reuse patterns of I/O-
intensive files on a production-scale supercomputer.

1 Introduction

High-performance computing (HPC) applications running
on large-scale facilities routinely perform TBs of I/O. Conse-
quently, significant efforts have been made to study the I/O be-
havior of HPC systems and workloads in the recent past. Pre-
vious studies have attempted to characterize the I/O of work-
loads based on application-level traces [10,11,17,39], present
experimental analysis of factors affecting I/O [35,56-58], and
provide guidance for I/O storage systems [29,32-34,54,59].
However, there is limited understanding about how different
files produced by HPC systems are re-accessed and re-used,
from the same application and across applications. This is
primarily because it is fundamentally challenging to measure
and collect file-based I/O information across multiple execu-
tions as it requires tracing all executions of an application and
the affected files which imposes high overhead and hence, is
unsuitable for production HPC systems. The benefits of such
a study are multi-fold, including understanding the nature of
file-specific I/O, uncovering file reuse patterns, studying the
effect of I/O variability on I/O performance, and optimizing
file placement decisions. However, the costs of conducting
such a study are prohibitively high for production systems
[4,8,44]. This is one of the major reasons why the community
has lacked such an understanding so far.

To the best of our knowledge, this is the first work to per-
form in-depth characterization and analysis of access, reuse,
and sharing characteristics of I/O-intensive files. In particular,
this is the first work to characterize (1) whether HPC files are
ready-heavy, write-heavy, or both; (2) inter-arrival times for
re-access and type of re-access across runs; (3) sharing of a
file across multiple applications. Furthermore, our file-based
I/0 timing analysis also reveals key sources of inefficiencies
that cause I/O variability within and across runs.

Suren Byna, Glenn K. Lockwood, Nicholas J. Wright
Lawrence Berkeley National Laboratory

Devesh Tiwari
Northeastern University
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Figure 1: Architecture of the Cori supercomputer [7].

This study was carried out using a lightweight Darshan I/O
monitoring tool to trace application I/O on Cori, a leading
top 500 supercomputer, for a period spanning four months
(Oct’17-Jan’18) during production - covering <36 million
node-hours of operational system time.

Next, we briefly describe Cori and our methodology.

2 Background and Methodology

Brief Overview of the System. This study is based on a Cray
XC40 supercomputer, Cori, ranked at #13 in the Top-500 su-
percomputers list. Cori achieves the peak computational per-
formance of ~27 Pflop/s. Cori contains 9,688 Intel Xeon Phi
and 2,388 Intel Haswell processors. Fig. | shows Cori’s net-
work and storage structure. Cori features a disk-based Lustre
file system which is composed of ~10,000 disks organized
as 248 Lustre Object Storage Targets (OST). Each OST is
configured with GridRAID and has a corresponding Object
Storage Server (OSS) for handling I/O requests. The total size
of the file system is ~30 PB with a peak I/O bandwidth of 744
GB/s. During the data collection period of this study, the file
system was shared with Edison, an older Cray XC30 system
which was near the end of its lifetime (retired in May’19). Edi-
son was comparatively much smaller system (only 2 Pflop/s
of peak performance) and generated much lesser I/O traffic
compared to Cori as it was also near the end of its lifetime.
As Edison was recently decommissioned, we only focus on
Darshan logs collected on the Cori system. Cori also has
a SSD-based Cray DataWarp burst-buffer storage layer. We
note this study does not focus on burst-buffer I/O activities as
they are limited (5-15%) and the shared file system observes
almost all of the I/O traffic as per Darshan data.
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Figure 3: (a) Files can be divided into groups: read-heavy
(RH), write-heavy (WH), or both, read- and write- heavy
(RW). (b) Difference in data read and written per run shows
>82% of runs either perform only read I/O or only write I/O.

Data Collection. We use Darshan, a light-weight I/O moni-
toring tool which provides application-level I/O tracing capa-
bility [11] to collect file I/O access patterns. Darshan V3.10
was enabled by default on Cori for all users during the study
period. Darshan reports key information including user id,
job id, application (executable) id, start timestamp, end times-
tamp, and number of processes (ranks). Darshan also traces
key statistical metrics for each file at the I/O-software-stack-
level for different types of I/O interfaces including POSIX
(Portable Operating System Interface) I/O, MPI (Message
Passing Interface) I/O, and STD (Standard) I/O. These met-
rics include amount of read/write data, aggregate time for
read/write/meta operations, rank id of I/O performing rank(s),
and variance of I/O size and time among different application
ranks. Lastly, Darshan also collects Lustre-file-system-level
metrics such as stripe width and OST IDs over which a file
is striped. However, Darshan does not report actual file sizes,
only the size of the data transferred. Over the period of this
study, ~84 million logs (one per execution) were collected
with information spanning ~52 million unique files, 8489
applications, 651 users, and 12.8 PB of data transfer (6.9 PB
read data and 5.9 PB write data).

Explanation of Analysis Figures. We now briefly describe
the format of the analysis figures used for our study.
Heatmaps. These plots are used to show the significance of
a specific relationship between two metrics. The intensity of a
heatmap box color indicates the number of files which exhibit
the corresponding relationship between the two metrics.
CMF Plots. We use CMF (Cumulative Mass Function) plots
to show the cumulative distribution of a metric. A vertical
dotted blue line is used to indicate the mean of the distribution.

Some CMF plots show the distribution of the CoV (Coeffi-
cient of Variation (%) = standard deviation 100 of a metric to
highlight the normalized variability observed by the metric.

Violin Plots. These plots are used to show the density (in
terms of the number of files) for different values of a metric
in a vertical format. A horizontal solid blue line is used to
indicate the mean of the density distribution.

Next we describe how we select I/O-intensive files, classify
these files, and classify the runs which access them.

2.1 Selecting I/O-Intensive Files

As mentioned previously, Cori’s Darshan logs contain in-
formation about ~52 million files. However, our analysis
shows that a large majority of these files perform very little
I/O during the study period. Fig. 2 shows a heatmap of the
aggregate amount of data transferred to/from a file vs. the
number of runs during which a file is accessed. Most of the
files experience less than 100 GB of I/O during the study
period and are accessed by only one run. In fact, over 99%
of these files transfer less than 1 GB data. Note that this does
not mean that the actual file size is less than 1 GB; but the
data transfer to/from the file amounts to less than 1 GB.

Therefore, a majority of such files may not be helpful in
establishing representative characteristics related to dominant
I/O patterns of HPC applications. These files include user
notes, scripts, executables, non-I/O-intensive-application out-
puts, and error logs. Therefore, our study focuses on a class
of “I/O-intensive” files which individually experience data
transfer of at least 100 GB during the study period and are
accessed by at least 2 runs - to capture the most dominant
and representative I/O patterns. From here on, we refer to
these 1/O-intensive files as “files” simply. This methodol-
ogy streamlines our analysis to useful Darshan logs spanning
~400k runs, 791 applications, 149 users, 8.5k files, and 7.8
PB of data transfer (4.7 PB read data and 3.1 PB write data).
We ensured that our analysis is not skewed by only a handful
of users performing most of the I/O to these files. In fact, over
70% of selected users perform I/O to more than 2 files, with
each user performing I/O to 57 files on average.

2.2 File Classification

Next, we classify I/O-intensive files in terms of the type of
I/O they perform. This helps us derive type-specific insights
for different types of files in Sec. 3. We study the aggregate
amount of read and write data transferred per file. Fig. 3(a)
shows a heatmap of the amount of read data transfer vs. the
amount of write data transfer. We observe that files can be
classified into three distinct clusters. The lower right cluster
consists of 22% of the files which transferred mostly read data
during the four months. We refer to these as read-heavy or RH
files. The upper left cluster consists of 7% of the files which
transferred only write data (write-heavy or WH files). Lastly,
the cluster in the top right corner with the largest percentage
of files (71%), consists of files which are both, read- and write-
heavy (referred to as RW files).
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Finding 1. HPC files can be classified as read-heavy (RH),
write-heavy (WH), or read- and write- heavy (RW). For the
first time, we quantify that a significant fraction of the files
are read-heavy (22%) and 7% of files are write-heavy - these
7% files are constantly written to but not read, which may
indicate unread checkpoint/analysis data. 71% of HPC files
are RW files (i.e., both read- and write- heavy). These files
may include checkpoint/analysis files which do get read. Such
a file classification can be used for file placement decisions
in a multi-tier storage system including burst buffers, where
each tier is suitable for different kind of I/O operations.

2.3 Run Classification

While the files can be cleanly classified into three clusters,
they can be accessed by multiple “application runs” (simply,
referred to as “runs”) and can perform both read and write
I/O. A run refers to a job running on multiple compute nodes
and consisting of multiple MPI processes/ranks and possibly
shared-memory threads within a node. We found that a vast
majority of runs perform either mostly-read or mostly-write
1/0. To demonstrate this, we calculate the difference in the
amount of read and write data for each run using the formula:

ldata read_data wilten] The value of this formula ranges from 0
to 1: 1 indicates that all of the data transacted by the run is
either exclusively read or exclusively write and O indicates
equal amount of read and write data transfer. Fig. 3(b) shows
that over 82% of all runs have a value very close to 1, i.e.,
they are either read-intensive or write-intensive. In the context
of I/0, we refer to read-intensive runs as simply “read runs’
and write-intensive runs as “write runs”. We found that 69%
of all runs are read runs and 31% are write runs. RH files
are mostly read by read runs, WH files are mostly written by
write runs, and both read and writes runs operate on RW files.
This classification helps us establish a producer-consumer
relationship among runs in Sec. 3.1.

Finding 2. Somewhat surprisingly, modern HPC applica-
tions largely tend to perform only one type of I/O dur-
ing a single run: either read or write. This is in con-
trast to the commonly-held assumption that HPC applica-
tions have both read and write I/O phases during the same
run [16,20, 21, 28, 36,46, 49, 60]. This finding indicates the
potential rise of scientific workflows instead of traditional
monolithic scientific applications [6,40,45]. The presence
of non-monolithic applications provides the opportunity to
better schedule different components of a large workflow to
avoid I/O contention among different workflows.
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Figure 5: (a) Most of the read and write runs have inter-arrival
times of 50-55 hours per file (file re-access interval). (b) The
mean number of consecutive read runs in 13 and the mean
number of consecutive write runs is 3.

3 Result Discussion and Analysis

In this section, we explore HPC file behavior concerning
multi-run reuse and multi-application sharing (Sec. 3.1), and
we study I/O data characteristics pertaining to load imbalance
and intra- and inter- run I/O variability (Sec. 3.2).

3.1 File Reuse Characteristics

Run Inter-Arrival Times. In Sec. 2.3, we showed that a run
can be classified as either read run or write run, and found that
the total number of read runs are more than 2x the number
of write runs. Now, we study the inter-arrival times of these
different runs to understand the avgerage time taken to reuse
the same file (inter-arrival time is defined as shown in Fig. 4).
Fig. 5(a) shows that the mean inter-arrival time of read runs
experienced by a file is 47 hours, while that of write runs is 55
hours. But, on an average, 80% of files are re-accessed only
after 50-55 hours for both read and write runs. We note that
the average inter-arrival time is much longer than the average
runtime of jobs on Cori (e.g., >80% of HPC jobs on these
systems finish in less than 2 hours) [3,43].

Finding 3. Read and write runs have similar inter-arrival
times of over 2 days for 80% of the files. For the first time
we find that most files get re-accessed after a relatively long
period (>50 hours) - much longer than the runtime of jobs.
This enables opportunity for data compression [18] of files
which are expected to remain inactive for some time and also
leverage transparent burst-buffer prefetching and caching [9,
47] for files expected to be accessed in a short while.

Consecutive Runs of the Same I/O Type. Read and write
runs having similar inter-arrival times motivates us to test
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Figure 6: (a) Over 65% of files are accessed by at least 2 appli-
cations. (b) The average inter-arrival time of each application
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read runs transfer 17 GB of data per run, while write runs
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if read and write runs are scheduled back to back, and if so,
how long do these sequences last. We calculate the average
number of consecutive read runs and write runs for each file
(as shown in Fig. 4) and plot the distribution in Fig. 5(b). Over
80% of files experience 2 or more consecutive read runs and
over 65% of files experience 2 or more consecutive write runs.
A majority of files experience 2 consecutive read runs (65%)
and 2 consecutive write runs (50%). This suggests that files
get accessed in alternating phases of multiple read runs and
multiple write runs - consistent with our observation that RW
files dominate the population (71%). However, there are many
files which experience a large number of consecutive read
runs (due to RH files). In fact, the mean number of consecutive
read runs experienced by a file is over 14, while the mean
number of consecutive write runs is < 4. There are only 2.2x
as many read runs as write runs (Sec. 2.3), but mean number
of consecutive read runs is 4.3 x the number consecutive write
runs. This indicates that data is produced a few times, and
then consumed many times over, true for most RW files. This
observation suggests that scientific simulations often produce
data during certain runs, which is then used as a driver input
by several subsequent runs to explore different potential paths
or analyze a simulated phenomena in detail. We note that
consecutive write runs does not imply that all the previously
written data is rewritten/lost. Some scientific workflows could
append a file over two consecutive write runs and then, read a
part of the file in the subsequent run.

Finding 4. HPC files experience a few consecutive write
runs and a long string of consecutive read runs on average.
This insight can help leverage MPI “hints” [38] to guide the
system about the type of I/O about to be executed. Partitioning
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Figure 7: The amount of I/O data transferred by each OST is
largely unequal, even though the number of files, applications,
and users are more balanced due to capacity balancing.

of I/0 servers [25] to separately serve RH files (which perform
many consecutive reads) and RW files (for read and write
runs) can boost I/0 performance.

Multi-Application File Sharing. Taking the producer-
consumer relationship one step further, it would be interest-
ing to understand if the producer and the consumer are the
same application or if they are different applications. From
a methodological point of view, we note that all applications
which access a file are run by the same user. So for any file,
both producer and consumer applications belong to the same
user. Also, a file is not considered to be shared by default
among multiple users due to permission issues. Fig. 6(a)
shows the CMF of the number of applications which access
a file. Over 67% of files are accessed by at least 2 applica-
tions, thus indicating that files are often shared by multiple
applications. Fig. 6(b) shows the CMF of the inter-arrival
time of each application which performs I/O to a file. The
mean inter-arrival time of each application is 31 hours, which
is much lower than the mean inter-arrival time of individual
read and write runs (>50 hours). Thus, for most files, 2 or
more applications serve as the producer and the consumer,
as opposed to a single application performing I/O to the file.
This is consistent with our finding that a majority (86%) of
files accessed by multiple applications are RW files (only 12%
of these shared files are RH files and only 2% are WH files).
Finding 5. HPC files are shared by multiple applications and
each application performs both read and write 1/0 serving
as both, the producer and the consumer. Inter-arrival times
of these runs also indicate that the producer and the con-
sumer are launched significantly apart in time - limiting the
effectiveness of potential caching across applications.

3.2 Characteristics of I/0 Data Accesses

Per Run I/0 Data Transfer. In Sec. 3.1, we studied how
files get used over multiple runs. We now investigate how the
data transaction characteristics change over these multiple
runs. Fig. 6(c) shows a CMF of the amount of data transferred
per run by read runs and write runs. We observe that on
average, read runs transfer 17 GB of data per run, while write
runs transfer 25 GB of data per run. In fact, 50% of read runs
transfer less than 1 GB of data.
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Finding 6. While reads runs are more abundant than write
runs and transfer more data in total, surprisingly, write runs
transfer more amount of data than read runs per run. On
average, write runs perform 1.4x the I/O of read runs per run.
This finding can be exploited to manage I/O contention better
at the system-level by limiting the number of concurrently
executing write runs. Recall that our earlier finding indicates
that HPC applications largely tend to perform only one type
of I/O during one run and hence, “write runs” can easily be
detected and classified.

Spatial Load Imbalance. Now that we have found that differ-
ent runs transfer different amount of data, the next question to
investigate is how this difference affects the back-end OSTs.
Fig. 7 shows the normalized I/O data transferred to/from each
of the OSTs during the study period. Interestingly, there is
a large spread in how much data is transferred by each OST.
The least “active” OST is only 13% as active as the most
active OST. On the other hand, when we look at the number
of files on each OST, number of applications which use these
files, and number of users which generate the files, we see
that the spread is much lower.

Finding 7. For the Lustre-based system studied in this work,
OSTs are capacity-balanced to ensure approximately equal
utilization at the file creation time, but that does not guarantee
dynamic load-balance. Consequently, there is large inequality
in terms of the amount of load (data transfer) which each
OST observes over time - emphasizing the need for dynamic
file migration (currently lacking in the Lustre file system),
replication of read-only data, and caching.

Intra-Run I/O Variability. Next, we look at how varying
OST contention can affect the I/O time of concurrently run-
ning ranks (processes) within a run as these ranks could be
performing I/O to different OSTs in parallel. For this analysis,
we individually analyze the three different I/O interfaces used
at Cori: POSIX I/0, MPI 1/O, and STD I/O. First, we look at
the amount of data transferred using each interface. Fig. 8(a)
shows that POSIX is the most commonly used I/O interface
transferring about 260 GB of data per run per file on average.
Thereafter, MPI interface is used to transfer about 190 GB of
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Figure 9: (a) A large amount of I/O data is transferred dur-
ing 3am-5am local time. (b) Due to this, runs take the most
amount of time to complete their I/O during the correspond-
ing hours. (c) Also, variability in I/O time is lower when I/O
time is higher and higher when I/O time is lower.

data per run per file on average. STD is the least commonly
used interface, as is expected for parallel HPC applications.
Fig. 8(b) shows the standard deviation of the amount of
data transferred across each rank performing I/O per run per
file. On average, this standard deviation is very small across
all three interfaces. For example, the average standard de-
viation of the amount of data transferred across POSIX I/O
performing ranks is less than 1.5 GB, which is negligible com-
pared to the average amount of data transferred using POSIX
(260 GB). On the other hand, Fig. 8(c) shows the standard
deviation of the I/O time across each rank performing I/O per
run per file. This standard deviation is especially high for I/O
performed using POSIX interface. This is because, typically
when using the POSIX interface, each rank performs I/O to
its own file, while when using the MPI I/O interface, all ranks
perform I/O to a shared file. Because the default stripe width
on the Cori supercomputer is 1, over 99% files are striped
across only 1 OST. Therefore, if an application performs I/O
to multiple files in parallel, they tend to perform I/O to multi-
ple OSTs in parallel, as the files could be mapped to different
OSTs. Thus, varying levels of resource contention at these
OSTs can dramatically affect the I/O time of the individual
ranks when using POSIX I/O.
Finding 8. OST load imbalance leads to a high degree of
variability in I/0 time of ranks which are concurrently per-
forming /O, especially if the ranks are performing I/0 to
different OSTs, which is largely the case with POSIX I/0.
This leads to the faster ranks having to wait for the slower
ranks to finish I/O before they can resume computation, thus
wasting precious compute cycles on the HPC system.

Temporal Load Imbalance. Previously, we discovered that
OST I/O imbalance and contention causes intra-run variabil-
ity in I/O time. So the next step is to explore the temporal
characteristics of I/O load. Fig. 9(a) shows the total amount
of data which is transferred at different hours of the day. We
observe that the largest amount of I/O activity is performed by
runs which start between 3am and 5am local time. Note that
Cori has users across the globe, so the specific local time (i.e.,
early morning) is not an indicator of when the local users are
the most active. We plot the amount of data with respect to the
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start time of the run which is sufficient for our analysis. We
note that our following analysis does not necessarily establish
a causal relationship between different factors, but instead
attempts to explain the observed trends. In Fig. 9(b), we plot
the I/O time of runs across different hours of the day. The
I/O time of a run is plotted as percentage of the maximum
I/O time among all runs which perform I/O to the same file
to normalize it across files. However, we observe that runs
started during 3am-5am and a few hours post 5am have the
highest runtime due to the high I/O activity during this time.
This is in spite of the fact that runs performing I/O to the same
file have low variability in terms of the amount of data they
transfer (as we will discuss later).

Interestingly, Fig. 9(c) shows that while the variability
in I/O time is generally significantly high across all times
(>20%), it is the lowest for runs which start during peak I/O
activity periods. The CoV is calculated among runs belong-
ing to the same file which start during the same hour of the
day. The CoV of I/O time plot has a near opposite trend as
that of the I/O time plot (Fig. 9(b)). In fact, the I/O time and
CoV of I/0 time have a Spearman Correlation Index of -0.94,
which points to strong negative correlation. This indicates
that when the I/O activity is highest, the variability in I/O
time that the user can expect is slightly lower, i.e., if user A
starts the same run every day during a high I/O activity period,
they can expect less variability in the runs’ I/O times (and
therefore, runtimes) than user B who starts the same run every
day during a low I/O activity period. Of course, the trade-off
is that user A observes a higher I/O time on average than
user B. This happens because when the I/O activity is high,
the OSTs are heavily contended which may slow down all
I/0. Hence, the effect of any variation in I/O time is small.
However, when OSTs are not contended and 1/0 is faster, the
effects of variation are more pronounced and noticeable.
Finding 9. Temporal load imbalance causes I/0O time of the
same run to be different during different times of the day.
Moreover, variability in I/0 time is strongly negatively cor-
related with the 1/O time during the time of the day. HPC
systems need new techniques to mitigate the intra-run vari-
ability (i.e., ranks of the same application finishing at different
times) which continues to have a considerable presence since
the I/0 variability is significant at all times (>20%).

Inter-Run I/O Variability. The next question we address is
that if there is temporal imbalance in storage system load,
does it cause I/O time variability from one run to another?
Note that the variability we addressed in Finding 9 was among
runs starting during the same hour. Now we look at all runs
accessing the same file regardless of their start times. First, we
explore how much the amount of data transferred to/from the
same file changes from one run to another. Fig. 10(a) shows
the CMF of the CoV of the amount of I/O data transferred
across runs for each file. Overall, more than 80% of files
have a CoV of less than 5% which indicates a negligible
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Figure 10: The change in the amount of data transferred across
runs to read-only files is the smallest, but these files experi-
ence the highest variability across runs in terms of I/O time.
Overall, the change in the amount of data is very small (mean
CoV is 12%); however, the change in the amount of time it
takes to transfer the data is much greater (mean CoV is 39%).

change in the amount of I/O data transferred from one run to
another. This is especially true for RH files, and even true for
RW files, which experience both, read runs and write runs,
thus indicating that similar amount of data gets produced and
consumed in a vast majority of cases. WH files exhibit the
highest variability in the amount of data transferred (mostly
write data in the case of WH files) with a mean CoV of 35%
(results for different types of files are not shown for brevity).

Fig. 10(b) shows the CoV of I/O time for different runs for
each file. Across all files, even though the amount of data does
not change significantly from one run to another, the amount
of time it takes to transfer this data experiences significant
variability: the mean CoV of the I/O time across runs is 39%.
RH files experience the most change in I/O time from one
run to another with a mean CoV of 68%, even though they
have the least change in the amount of data transferred. This
is due to the fact that the OSTs experience different levels of
contention at different times due to temporal load imbalance.
In fact, because read runs transfer less amount of data on
average than write runs (as we discussed in Finding 6), the
effect of this load imbalance is especially prominent on their
I/0O time, which in turn has the largest impact on RH files.
Finding 10. HPC files tend to experience similar amount of
data transfer from one run to another, but they do experience
a large variability in terms of the amount of time taken to
transfer the data. This is especially true for ready-heavy files
which have the least variability in I/O data, but the most vari-
ability in I/0 time - indicating the need for special attention
to RH files when mitigating I/O variability challenge.

4 Scope of the Findings

While we have ensured that our results and insights are
statistically significant, certain aspects of our study may limit
the applicability and generalization ability of our analysis.
User Opt-Out. Cori users had the option to opt out of Dar-
shan logging. However, the Darshan library is enabled by
default for all users. Therefore, a large majority of users, espe-
cially the ones running I/O intensive applications, run Darshan
during execution to understand their I/O behavior.
Time Period of Data Collection. Our study uses four months
of data logs for analysis and is unable to detect trends longer
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than four months. However, four months is a long period
and all of the insightful findings such as read and write runs
inter-arrival times, multiple application inter-arrival times, and
temporal load imbalance are in the order of hours. We also
note that the jobs on the Cori supercomputer do not exhibit
significant seasonal behavior. That is, the I/O traffic remains
relatively similar throughout the year, as also confirmed by
previous studies [42]. Therefore, we do not expect our analysis
and findings to be affected by the time period of the study.

Unavailable Information. Our study is restricted by the type
of information traced by Darshan. Therefore, we are unable to
study file size, file amendments/overwrites, number of nodes
involved in I/O, and batch job I/O behavior. Information about
random vs. sequential I/O type is available for POSIX I/O, but
does not yield interesting results as we found that almost all
of the I/0 is sequential as is expected for HPC applications.

“What if?” Analysis. Our post-event analysis also bars us
from posing “what if” questions such as what if a particular
run is removed from analysis? How would it affect the I/O
trends? Such questions are not possible to study retroactively
in a parallel storage system as all concurrently running ap-
plications affect each other’s I/O behavior in complex ways
which cannot be decoupled easily.

Impact of Cori-specific environment and workloads. As
expected, our findings are influenced by the nature of work-
loads which are executed at National Energy Research Sci-
entific Computing Center (NERSC) and the NERSC system
environment where Cori is hosted. Consequently, we caution
that our findings cannot be generalized to other HPC systems
as-is, but this work provides a methodological framework to
conduct a study of this nature at other centers to confirm and
refute the presented findings.

However, we also note that similarities between NERSC
and other centers are likely since HPC users often tend to
run workloads with similar characteristics [34]. Workloads
running at NERSC are diverse in nature and correspond to a
wide variety of scientific domains such as material science,
cosmology, combustion, fluid dynamics, climate science, and
quantum simulations. Prior studies have covered various as-
pects of these workloads [5,31,34,53].

Increase in data analytics workloads may be the reason for
read-heavy file I/O. Wide increase of such workloads on lead-
ing HPC centers has been observed in recent years [1, 12, 13].
NERSC has observed a rise in data analytics workloads
in NERSC Exascale Science Applications Program (NE-
SAP) [14]. Data and learning applications such as BD-CATS
which run at NERSC are quite I/O-intensive. Interestingly,
we also observed that some applications that generate large
amounts of read data (QCD and quantum modeling of materi-
als) do not necessarily come from the data analytics domain
and have run at NERSC for many years. Finally, we note that
the scope of this study is limited to only the NERSC system
where the instrumentation was performed.

5 Related Work
In this section, we discuss and contrast some related work.

I/0 Characterization Software. As HPC I/O has become
more unstable and a bigger performance bottleneck over the
last few years, much effort is geared toward developing I/O
characterization tools for individual applications [10, 11,22,
50, 55] and for the entire system [2,23,24,51,58]. Recent
works focus on developing software for end-to-end character-
ization of I/O [15,30,31,41,48,58]. These works deal with
tool development and do not provide detailed analysis of I/O
behavior, especially in terms of file access and reuse.

I/0 Behavior Analysis. Most analysis works study the I/O
behavior of individual applications and/or runs such as I/O pe-
riodicity, bandwidth characteristics, and inter/intra application
execution I/O variability [19, 26,29,32-34,37,54,56,57,59].
Variability and I/O characterization studies performed by
some of these previous works are restricted to analyzing a
few benchmarks as they do not have access to a system-level
view of hundreds of concurrently running HPC applications.
Apart from analyzing application-level I/O logs, works by Liu
et al. and Madireddy et al. [27,28,35] also examine storage
server logs to assess application I/O characteristics. In fact,
many studies focus extensively on the storage system’s I/O
behavior [17,21,39,51,52] by exploring optimal file-system
configurations or identifying system-level topology bottle-
necks. Above works do not consider multi-fold interactions
related to HPC files such as file re-access, multi-application
file sharing, run classification and inter-arrival, spatial- and
temporal- load imbalance, and intra- and inter- run variability.

6 Conclusion

Overall, our analysis of Darshan I/O logs on the Cori
supercomputer reveals many previously unexplored and
unexpected insights. We found that files which contribute the
most to HPC I/O are not only re-accessed in more ways than
one but are also shared across applications. They follow a
producer-consumer relationship with runs which extensively
write to the files and runs which extensively read them. We
explored why and how these files have large intra- and inter-
run variability not in terms of I/O size, but in terms of I/O time.
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GIFT: A Coupon Based Throttle-and-Reward Mechanism
for Fair and Efficient I/O Bandwidth Management on Parallel Storage Systems

Tirthak Patel
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Abstract

Large-scale parallel applications are highly data-intensive
and perform terabytes of I/O routinely. Unfortunately, on a
large-scale system where multiple applications run concur-
rently, I/O contention negatively affects system efficiency and
causes unfair bandwidth allocation among applications. To
address these challenges, this paper introduces GIFT, a princi-
pled dynamic approach to achieve fairness among competing
applications and improve system efficiency.

1 Introduction

Problem Space and Gaps in Existing Approaches. In-
crease in computing power has enabled scientists to expedite
the scientific discovery process, but scientific applications pro-
duce more and more analysis and checkpoint data, worsening
their I/0O bottleneck [7,45]. Many applications spend 15-40%
of their execution time performing I/O, which is expected
to increase for exascale systems [12,15,22,31,53,55]. Un-
fortunately, multiple concurrent applications on a large-scale
system lead to severe I/O contention, limiting the usability of
future HPC systems [11,45].

Recognizing the importance of the problem, there have
been numerous efforts to mitigate I/O contention from both
I/O throughput and fairness perspectives [13, 14,17,25,37,
42,75,76,78, 88, 89]. Unfortunately, ensuring fairness and
maximizing throughput are conflicting objectives, and it is
challenging to strike a balance between them under 1/O
contention. For parallel HPC applications, the side-effect of
I/O contention is further amplified because of the need for
synchronous 1/0 progress. HPC applications are inherently
tightly synchronized; during an I/O phase, MPI processes
of an HPC application must wait for all processes to finish
their I/O before resuming computation (i.e., synchronous I/O
progress among MPI processes is required) [28,31,39,57,90].

MPI processes of an HPC application perform parallel I/O
access to multiple back-end storage targets (e.g., an array
of disks) concurrently. These back-end storage targets are
shared among concurrently running applications and have
different degree of sharing over time and hence, a varying
level of contention. A varying level of I/O contention at
the shared back-end parallel storage system makes differ-
ent MPI processes progress at different rates and hence, leads

Rohan Garg
Nutanix

Devesh Tiwari
Northeastern University

to non-synchronous I/O progress. In Sec. 2, we quantify non-
synchronous I/O progress as a key source of inefficiency in
shared parallel storage systems. It results in (1) wastage of
compute cycles on compute nodes, and (2) reduction in effec-
tive system I/O bandwidth (i.e., the bandwidth that contributes
toward synchronous I/O progress), since full bandwidth is not
utilized toward synchronous I/O progress.

Recent works have noted that non-synchronous I/O
progress degrades application and system performances on
modern supercomputers like Mira, Edison, Cori, and Ti-
tan [9,31,32,39,69, 83]. Thus, there is an emerging interest
in improving the quality-of-service (QoS) of parallel stor-
age systems [24, 80, 86]. Previous works have proposed rule-
based or ad-hoc bandwidth allocation strategies for HPC stor-
age [14,17,23,36,42, 88, 89]. However, existing approaches
do not systematically implement synchronous I/O progress to
balance the competing objectives: improving effective system
I/0 bandwidth and improving fairness.

To bridge this solution gap, this paper describes GIFT, a
coupon-based bandwidth allocation approach to ensure syn-
chronous I/0 progress of HPC applications while maximizing
I/0 bandwidth utilization and ensuring fairness among con-
current applications on parallel storage systems.

Summary of the GIFT Approach. GIFT introduces two
key ideas: (1) Relaxing the fairness window: GIFT breaks
away from the traditional concept of instantaneous fairness
at each I/0O request, and instead, ensures fairness over multi-
ple I/O phases and runs of an application. This opportunity
is enabled by exploiting the observation that HPC applica-
tions have multiple I/O phases during a run and are highly
repetitive, often exhibiting similar behavior across runs; and
(2) Throttle-and-reward approach for I/0 bandwidth alloca-
tion: GIFT opportunistically throttles the I/O bandwidth of
certain applications at times in an attempt to improve the
overall effective system I/O bandwidth (i.e., it minimizes the
wasted I/0O bandwidth that does not contribute toward syn-
chronous I/O progress). GIFT’s throttle-and-reward approach
intelligently exploits instantaneous opportunities to improve
effective system I/O bandwidth. Further, relaxing the fairness
window enables GIFT to reward the “throttled” application at
a later point to ensure fairness.
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Figure 1: Overview of HPC storage system architecture.

First, GIFT allocates I/0 bandwidth to all competing appli-
cations in a fair manner and ensures synchronous I/O progress
among all processes of the same application at all times - this
fundamental design principle eliminates the key source of
parallel storage system inefficiencies (Sec. 3.1). This allows
GIFT to estimate the amount of wasted I/O bandwidth (i.e.,
bandwidth which does not contribute toward the synchronous
I/O progress). Then, GIFT exploits the “opportunity” to re-
duce the bandwidth waste by identifying and throttling the
I/O bandwidth share of some applications and expanding the
I/0 bandwidth share of other applications (Sec. 3.2). To mini-
mize the I/0O bandwidth waste, GIFT uses constraint-based,
linear programming to optimally allocate bandwidths to ap-
plications (Sec. 3.4). GIFT issues “coupons’ to the throttled
applications — the worth of these coupons is proportional to
the degree of throttling. At a later point, GIFT “redeems” the
previously issued coupons to throttled applications to ensure
fairness (Sec. 3.3). In cases where GIFT cannot redeem issued
coupons for an application, it rewards the application with
proportional compute node-hours (credited from a bounded
“system regret budget”). This system regret budget acts as
a credit bank of compute node-hours, which GIFT uses to
achieve fairness when coupons cannot be redeemed.

The contributions of GIFT include:

Design and Implementation. GIFT designs and develops
an efficient and practical coupon-based management sys-
tem for I/O bandwidth allocation among competing appli-
cations on shared parallel storage systems. GIFT develops
new lightweight and effective techniques to identify throttle-
friendly applications, determine the degree of throttling and
expansion of I/O bandwidth share of competing applica-
tions, and redeem coupons to ensure fairness. GIFT shows
that the usage of the “system regret budget” upon failure
to redeem coupons is minimal, and that the compute node-
hours required for the system regret budget are much less
than compared to the increase in system throughput due to
faster I/O. GIFT implements all the core ideas in a real-
system prototype based on the FUSE file system, demon-
strating that GIFT’s’ ideas can be realized in practice, open
to the community for reproducibility, and do not require
heroic optimization efforts or system-specific parameter tun-
ings to realize the performance gains. GIFT is available at
https://github.com/GoodwillComputingLab/GIFT.

Evaluation of GIFT. Our evaluation confirms that GIFT re-
duces the “bandwidth waste” caused by I/O contention on a
HPC storage system, and thereby, improves the I/O bandwidth
utilization toward synchronous I/O progress, application per-
formance and fairness, and system job throughput. Our evalu-
ation is based on extensive real system experimental results,
guided by real-world, large-scale HPC system and applica-
tion parameters, and supported by simulation results. GIFT is
shown to improve the mean effective system I/O bandwidth
by 17% and the mean application I/O time by 10%, compared
to multiple competing schemes. GIFT is also shown to be
effective under various scenarios including high contention
levels and different application characteristics.

2 Background and Motivation

HPC Storage Systems. This section describes the key com-
ponents of storage systems attached to large-scale HPC sys-
tems, such as Mira, Edison, Titan, Cori, and Stampede2 [1,22,
54,73]. HPC systems use parallel file systems, such as Lustre,
Ceph, GPFS, and PVFS, to perform parallel I/O [58-60, 79].
For simplicity, this works targets widely-used Lustre-like HPC
storage system. A Lustre-like architecture consists of mul-
tiple building blocks (Fig. 1). The most basic of these is an
Object Storage Target (OST), a RAID array of disks. A file
is typically distributed across multiple OSTs for parallelism
and can be accessed in parallel from multiple MPI processes.
The OSTs serve the Object Storage Servers (OSS), which
are connected to the front-end compute nodes via an I/O net-
work. Applications running on compute nodes communicate
with the OSSes via file system clients. The Meta Data Server
(MDS) is the starting point for all file metadata operations.
MDS consults with the Meta Data Targets (MDT), which
maintain the metadata of all I/O requests.

Day in the Life of an I/O Request in a HPC System. Large-
scale applications run on multiple nodes and spawn multiple
(MPI) processes. These processes periodically write (or read)
analysis output and checkpoint data to (or from) the storage
system — referred to as an I/O phase. Processes from the same
application may perform I/O on separate files or stripe a single
file across multiple OSTs for concurrent access [8].

We refer to an I/O operation (read/write) accessing one
OST from an MPI process of an application as an I/O re-
quest. First, the file system client on the compute node issues
a remote procedure call (RPC) to the MDS, which returns
information about the file stripe and OST mappings. For a
new file creation request, the MDS first assigns OSTs in a
capacity-balanced manner. For existing files, the MDS returns
previously assigned OST information to the file system client.
Then, the file system client issues an I/O request over the
network to the OSS corresponding to the target OST [81].
In practice, during the I/O phase, an HPC application issues
multiple I/O requests from different MPI processes.
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Table 1: I/O characteristics of large-scale HPC applications.

< 1 min 1-15 mins > 15 mins
/0 HACC [63], HIMMER [63], PTF [32], VPIC [9],
Phase Chombo-Crunch | Chombo-Crunch [52] | Plasma Based
Length [52] WREF [48], Accelerators [19]
S3D [30,33]
< 5 min 5-30 mins 30 mins - 3hr
1/0 GTC [33], WREF [48], S3D, VPIC [9],

Interval | Titan Apps [39], | Chombo-Crunch [52], | CHIMERA [33],

GYRO [33] Titan Apps [39] Chombo-Crunch [52],
VULCAN [33]
< 100 GB 100 GB-1 TB >1TB
1/0 GTC [33], WREF [48], VPIC [9],
Output | POP [33], VULCAN [33], XGC1 [57],
Size GYRO [33] Titan Apps [39], HIMMER [63],
HACC [63] S3D [30,33]
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Figure 2: CDF of the (a) number of times that applications make
appearances, (b) inter arrival times between each appearance, and
(c) variation of I/O characteristics between two appearances.

I/0 Phases of HPC Applications. HPC applications are
typically long-running and perform I/O at regular inter-
vals [28,31, 39, 57,90]. Their execution time ranges from
a few hours to a few weeks [4,5,33,57,62,83], and the com-
pute period between two I/O phases can be from minutes to
hours [9,33,39,48,52]. The I/O phases typically produce large
amounts of data (up to hundreds of GBs) in the form of check-
points and post-simulation results [8,9,33,39,48,57,62,63].
Table 1 highlights the I/O characteristics of some popular
HPC applications collected from multiple supercomputers. It
shows that I/O phases can be as long as 30 min and the I/O
interval (compute period) can be between 5 min and 3 h. Also,
large amounts of data (100 GB - 5 TB) are transferred during
each I/O phase. Next, we discuss some HPC I/O observations.

Observation 1. HPC applications are highly repetitive in
nature — that is, HPC applications typically run repeatedly
and exhibit similar I/O behavior across their execution in-
stances, though different applications have different 1/0 be-
havior. Previous studies have shown that many HPC applica-
tions execute multiple times with similar execution charac-
teristics [4,5,12,22,62,63]. This is because scientific appli-
cations often model and simulate physical phenomena. This
is an iterative process and requires repeated simulations for
model refinement. Analysis of job scheduler logs for the last
five years, two years, and one year from the leading supercom-
puters (Mira, Theta, and Stampede2) shows strong repetition
(Fig. 2). More than 40% of the applications appear more than
200 times and about 15% of the applications appear more
than 1000 times. Only less than 20% of the applications are
run less than 5 times. Interestingly, we also found that the
inter-arrival times between re-occurrences of HPC applica-
tions is relatively short on Mira and Theta (inter-arrival times

Stampede 2 ’
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Figure 3: I/O variability among 1/O performing processes of an HPC
application on two HPC systems.

for Stampede2 were unavailable) (Fig. 2(b)). In fact, 80% of
repetitions occur within 24 hours of each other.

Furthermore, Fig. 2(c) shows that applications exhibit only
a small variation in their I/O characteristics across repeti-
tions. This data was obtained by instrumenting HPC applica-
tions with Darshan on the Mira supercomputer [63, 83]. More
than 80% of the applications that repeat more than five times
show less than 5% standard deviation (as % of mean) in total
amount of data read and written. We observe similar trends
for different types of I/O requests (sequential and random).

Unfortunately, a shared storage back-end with no con-
tention mitigation strategies results in severe contention
among competing HPC applications [10, 28, 34,47, 81, 85].
The I/O contention issue is further exacerbated by the need
for synchronous I/O progress in HPC applications — an
MPI process of an HPC application, exiting from an I/O
phase, must wait for the slower processes to also finish their
1/0 [28,31,39,57,90]. Previous studies have noted that OSTs
are the most contended resource on the I/O storage path (i.e.,
compute node, I/O routers, and OSSes) [10, 34,47, 81, 85],
since they have the lowest bandwidth among the different re-
sources. We note that the Meta Data Server (MDS) attempts to
capacity-balance the OSTs by mapping files uniformly across
OSTs, but since the MDS has no knowledge of future access
patterns, its decisions cannot avoid runtime 1/O contention
on OSTs caused due to access patterns. Next, we provide
experimental evidence to demonstrate the impact of I/O con-
tention and how it affects synchronous I/O progress of HPC
applications.

Observation 2. MPI processes from the same application
experience significantly different 1/0O progress during an I/O
phase — resulting in non-synchronous I/O progress across pro-
cesses. This problem cannot be solved by simply identifying
and speeding up a straggler process. To demonstrate the ef-
fects of non-synchronous I/O progress, we performed a set of
IOR benchmark [41] experiments on a local, production HPC
system, Engaging. Engaging consists of over 100 compute
nodes, and runs a production Lustre parallel file system with
44 OSTs, 44 OSSes, and 1 MDS. We ran IOR with different
number of MPI processes, with each MPI process writing
to a different OST. Other concurrently running applications
were not controlled. We performed these experiments mul-
tiple times and from different compute nodes to eliminate
transient and spatial biases. From Fig. 3, we observe that the
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I/O time of different MPI processes can vary significantly (up
to 4x) across runs and the number of nodes (2-32 nodes, with 4
MPI processes per node). This non-synchronous I/O progress
is attributed to the difference in degrees of contention encoun-
tered by different MPI processes on their respective OSTs.
Similar experiments on Stampede2 showed up to 83% varia-
tion in I/O time. Previous studies have reported similar results
on non-synchronous I/O progress of MPI processes on other
large-scale supercomputers including Cori, Mira, Edison, and
Hopper [9, 40, 63, 83]. On further analysis, we discovered
that often different processes finish at very different speeds
(covering a large spectrum), and the ordering of processes in
terms of their completion time changes significantly across
different runs, because the I/O contention at different OSTs
changes over time. This shows that the non-synchronous 1/0
progress problem is not the same as the traditional straggler
problem — and hence, cannot be solved by simply identifying
and speeding up a straggler MPI process or OST.

Observation 3. Non-synchronous progress among MPI pro-
cesses is caused due to unmanaged, varying I/O contention
at the OSTs in the HPC storage back-end. Naive strategies
to ensure synchronous 1/0 progress cannot find the right bal-
ance between competing objectives: maximizing effective I/O
bandwidth and fairness among applications. To further ana-
lyze the I/O contention behavior, we ran another set of IOR
experiments on Engaging, measuring the observed I/O band-
width at each OST. Each experiment consists of writing to
a particular OST from one process. Fig. 4 shows the con-
tention (defined as the inverse of bandwidth) faced on a few
OSTs (other OSTs show similar trends). Results of this sim-
ple experiment show that the degree of contention is different
on each OST and varies over time. Unfortunately, allocating
I/O bandwidth among competing applications to achieve con-
flicting objectives (fairness, effective system I/O bandwidth,
synchronous I/O progress) is non-trivial. To achieve fairness,
POFS (Per-OST Fair Share) scheme allocates I/O bandwidth
to all competing applications equally on each individual OST
(as shown in Fig. 5). But, this fair scheme may generate non-
synchronous I/O progress and lead to lower effective system
1/0 bandwidth (i.e., sum of all bandwidths that contribute
toward synchronous I/O progress). For example, under POFS,
a part of the bandwidth assigned to all applications on OST3
and a part of the bandwidth assigned to A on OST1 are wasted.
This is because additionally allocated bandwidths do not con-
tribute toward synchronous I/O progress.

To ensure synchronous I/O progress, one can allocate band-
width on each OST determined by the fair allocation on the
bottlenecked OST. In Fig. 5, BSIP (Basic Synchronous I/0
Progress) scheme performs such an allocation. Essentially,
BSIP scheme allocates the I/0 bandwidth to an application
as determined by its most contended OST (e.g., A’s alloca-
tions on other OSTs is determined by its bottlenecked or
the most-contended OST (i.e.,OST2)). Unfortunately, this
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Figure 4: I/O contention on 3 of the 44 OSTs on Engaging (blue line
indicates the mean contention level).
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Figure 5: Bandwidth allocation among five applications spanning on
three OSTs with (1) Per-OST Fair Share (POFS), (2) Basic Synchro-
nized I/O Progress (BSIP), and (3) Minimum Bandwidth Wastage
(MBW) schemes. Checkered boxes indicate bandwidth waste (not
contributing toward synchronous 1/O progress).

scheme also creates bandwidth gaps on less contended OSTs
and lowers effective system I/O bandwidth because the band-
width share is limited by the most-contended OST. On the
other hand, a greedy approach to minimize bandwidth gaps
by preferentially allocating bandwidth to applications that
maximize effective system I/O bandwidth, while still ensur-
ing synchronous I/O progress results in unfair allocations.
Fig. 5 illustrates such a scheme, referred as MBW (Minimum
Bandwidth Wastage), which minimize bandwidth gaps by al-
locating more bandwidth to certain applications and unfairly
hurting other applications (e.g., it reduces the bandwidth share
of application E to zero in Fig. 5). In summary, allocating I/O
bandwidth among competing applications presents challeng-
ing trade-offs and GIFT strikes a balance between them as
described in the next section.

3 GIFT: Design and Implementation

3.1 Overview of GIFT

First, GIFT enforces synchronous I/O progress among pro-
cesses of an application by allocating bandwidth using the
BSIP scheme (Fig. 5). BSIP determines the bandwidth alloca-
tion to an application according to its most contended OST.
As shown in Fig. 5, BSIP scheme can create bandwidth gaps
on OSTs, GIFT attempts to “fill”” these bandwidth gaps by
carefully throttling the bandwidth share of some applications
and expanding the bandwidth share of some other applica-
tions, such that a net gain in the overall effective system I/O
bandwidth is achieved. This requires identifying which appli-
cations to throttle, when to throttle, whom to expand, and how
to compensate throttled applications for fairness. GIFT uses
a simple and low-overhead approach to dynamically identify
“throttle-friendly applications”: applications which GIFT can
throttle with high confidence of rewarding the stolen band-
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width at a later point. The later point could be during the
same I/O phase, a later I/O phase during the same run, or a
future run of the same application (Sec. 3.2). GIFT issues
“coupons” to throttled application which can be redeemed at
later points. At regular intervals (also referred as “decision
instance”), GIFT considers all throttle-friendly applications
(i.e., applications which can redeem a high fraction of is-
sued coupons - “high redemption rates’’) and solves a linear
programming (LP) based optimization problem to maximize
the effective I/O bandwidth (Sec. 3.4). This step determines
which applications are throttled, which ones are expanded,
and by how much. Expanded applications (which can also
include throttle-friendly applications) get more than their fair
share of the bandwidth, which reduces the bandwidth wastage.
Finally, GIFT bounds the unfairness toward throttle-
friendly applications by using a dynamic limiting strategy
(Sec. 3.2). GIFT periodically assess its fairness and compen-
sates for the unfair treatment in the form of compute time
(i.e., node-hours on the HPC system). GIFT also bounds the
node-hours given out to a maximum specified “system regret
budget” of compute node-hours. Algorithm 1 outlines the
steps that GIFT takes at the start of every decision instance.

Algorithm 1 GIFT Decision Algorithm.

1: X < All apps performing I/O

2: Vi € X, Determine fair share of bandwidth as per b; i),
3: Redeem previously issued coupons if possible (Sec. 3.3)
4: 1 Redemption rate of apps with redeemed coupons
5: Determine the set of throttle-friendly apps Y (Sec. 3.2)
6: Allocate bandwidth using LP optimization (Sec. 3.4)

7: Issue coupons to throttled apps C Y

8 J Redemption rate of apps with issued coupons

3.2 Identifying Throttle-friendly Applications

To identify throttle-friendly applications, GIFT throttles, is-
sues coupons, and observes the coupon redemption rate of
throttled applications. Redemption rate can be estimated with
high accuracy if the whole system state (e.g., information
about all concurrently running applications, their OST map-
ping, I/O phase length, etc.) is stored with every coupon is-
suance and redemption event. However, this can impose a
high storage and access overhead. Also, note that, some ap-
plication’s OST-level I/O behavior might change over a long
period (e.g., the number of OSTs, and OST mappings), caus-
ing the application’s throttle-friendly status to change.
Therefore, GIFT uses the concept of receding window at
the application-level that captures the recent history of an
application’s coupon redemption behavior (Sec. 3.5 and 4
show it is both lightweight and effective). The recent coupon
redemption behavior of an application is estimated at the start
of every decision instance by taking the ratio of the coupons
redeemed to the last N coupons issued, where N denotes the

Table 2: GIFT model parameters.

N Length of the receding window of applications (unit:
number of coupons issued)
T Minimum redemption rate required for an applica-

tion to be eligible for throttling and for the system
to throttle applications (unit: ratio)

Binres | Upper threshold of the factor by which each appli-
cation’s I/0 request can be throttled

length of the receding window (Table 2). For fairness and sim-
plicity, length of the receding window (X) is kept the same
for all applications, although each application may take a
different amount of time to accumulate N coupons depend-
ing upon its OST mappings, I/O phase length, and system
1/O contention level, etc. At the start of decision instance, k,
the coupon redemption rate of an application i is expressed
as ¢;j(k) = n;(k)/N, where n;(k) is the number of coupons
redeemed (out of N) by application i. GIFT considers an ap-
plication throttle-friendly, if its redemption rate is greater than
a set threshold t: Y (k) = {i € X (k), if ¢;(k) > 1}, where X (k)
is the set of all applications performing I/O and Y (k) is the
set of throttle-friendly applications. As the receding window
moves forward, more coupons are issued only until ¢;(k) > 7.
Once the redemption rate breaches the T limit, GIFT avoids
issuing more coupons to the application until it redeems its
existing coupons and its redemption rate goes above T. Using
this method, GIFT ensures that unfairness is bounded for each
application in case the application’s redemption rate cannot
go over the threshold. GIFT gives out compute node-hours
as regret for unfairly treated applications periodically - this
period is referred as “regret assessment period” and, as Sec. 4
shows, it can be much larger to allow applications sufficient
time for redeeming the coupons.

Throttling applications based on threshold-based redemp-
tion rate at the application-level helps constrain the “regret”
the system experiences from giving out node-hours (out of
the system’s regret budget) for unfair treatment toward one
single application. But, in a system with multiple applica-
tions, the system’s “cumulative” regret in terms of compute
node-hours given to all applications can still grow sufficiently
large. To address this challenge, GIFT employs a receding
window at the system-level too, where it tracks the aggregate
redemption rate of coupons issued by the system to all the
applications, in order to minimize the “system regret bud-
get” level. GIFT makes sure that the system only hands out
coupons until its redemption rate is above T (same threshold
as the one used for the applications). However, unlike applica-
tions’ redemption rates, GIFT resets the system’s redemption
rate at the end of each regret assessment period. This prevents
the system’s redemption rate from being saturated at T be-
cause of non-throttle-friendly applications which never get
redeemed, which can cause GIFT to miss the opportunity of
throttling even throttle-friendly applications. Our evaluation
(Sec. 4) shows that GIFT’s approach of using 7T at the system-
and application- level helps keep the outstanding node-hours
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(“system regret budget”) to a reasonably low level (e.g., less
than 7% of the total gain in compute node-hours obtained
via system throughput improvement due to GIFT). We also
observed that keeping the same 7T for applications and system
is simple and effective; a higher 7 at the system-level does not
yield additional improvements.

Finally, we note that GIFT carefully chooses the length
of receding window (N) to balance competing trade-offs:
bound on unfairness toward applications vs. stability of ap-
plication’s status (throttle-friendly or non-throttle-friendly).
If N is too large, it increases the upper bound on unfairness
toward individual applications (i.e., possibility of higher num-
ber of coupons that cannot be redeemed). If N is small, an
application’s redemption rate c;(k) can vary erratically as the
window glides, and the application’s status can toggle fre-
quently between throttle-friendly and non-throttle-friendly.
GIFT achieves stable behavior by maintaining the variance of
the mean redemption rate of the receding window to be small.
For samples within a given receding window, the maximum
variance occurs when half of the coupons can be successfully
redeemed, and the other half cannot be redeemed. Hence,
the maximum possible variance is v> = 0.25 (independent
of N). The variance of the mean redemption rate is defined
as 62 = %, which is bounded by ol < %. Statistically, ¢
less than 0.001 can achieve reasonable stability [49]. GIFT’s
choice of receding window length is guided by this principle.
In fact, GIFT’s evaluation demonstrates that its improvements
are not sensitive to the choice of parameters N (receding win-
dow size) and T (redemption rate threshold), and that GIFT
performs effectively well without the need to fine-tune.

3.3 Coupon Redemption Policy

Recall that redeeming previously issued coupons is critical to
ensuring fairness. GIFT does not simply attempt to redeem an
application’s coupons the very next I/O phase after they were
issued. This is because if redeeming a coupon requires throt-
tling another application, then it would lead to a zero-sum
result in terms of improvements in efficiency (e.g., effective
system bandwidth). Thus, GIFT redeems coupons only when
it does not require throttling applications. Before perform-
ing optimal bandwidth allocation and picking applications to
throttle, GIFT first attempts to redeem coupons of previously
throttled applications (Algorithm 1 line 3).

Coupons are redeemed when GIFT finds gaps on the OSTs
on which a coupon-bearing application is running. After mak-
ing the basic fair synchronous-1/O progress (BSIP) bandwidth
allocation, GIFT searches through the coupon database of
active applications. If all of the OSTs on which the coupon-
bearing application is performing I/O have a bandwidth gap,
then the coupon is redeemed either partially (if the gap is
less than the coupon value) or fully or multiple coupons can
also be redeemed (if the gap is large enough). By redeeming
coupons in this manner, GIFT avoids throttling other appli-

Issue coupon worth 15%
b/w on one OST to app. A

Redeem app. A’s coupon
with 9% b/w on one OST

Redeem app. A’s coupon
with 6% b/w on one OST

B/W
5 100%
E (25%) E (25%) %
C (33% C (36%) 50%
B(65%) || B65%) ©3%) || b5%) D)
B (25%) B (25%) B (25%) B (25%) 25%
OST 1 0ST 2 0ST1 0ST 2 OST 1 oST2 0%

Instance k1 Instance k2 Instance k3

Figure 6: GIFT redeems coupons in a manner which is fair and
efficient, without throttling other applications.

cations. Also, GIFT, by design, allows coupons to be issued
and redeemed on different OSTs for any given application.

GIFT intelligently allocates spare bandwidth toward
redeeming coupons to maintain fairness and efficiency.
We note that redeeming coupons without throttling other ap-
plications requires availability of “spare I/O bandwidth”. One
may reason that since spare I/O bandwidth is available, ap-
plications would have naturally been allocated higher I/O
bandwidth allocation, irrespective of GIFT’s I/O bandwidth
allocation policies. Consequently, why should GIFT refer to
this additional allocated I/O bandwidth as “coupon redemp-
tion” and claim this as a mechanism to achieve fairness? Be-
low, we discuss a simple example to illustrate the wide range
of choices to allocate spare I/O bandwidth. But, GIFT care-
fully allocates this spare bandwidth such that (1) it redeems
previously issued coupons (i.e., maintains fairness over longer
term), but (2) without throttling any application at the current
decision instance, otherwise it would cause more unfairness
and lead to a zero-sum result in terms of efficiency.

As shown in Fig. 6, let us consider a simple example: two
OSTs and bandwidth allocation decisions at three decision
instances (k1, k2 and k3). At instance k1, OST1 is shared
by two applications (A and B), but OST2 is only serving
application B. The fair share of application A is 50% on
OSTI. But, if A was given its fair share on OST1, then half
of the bandwidth on OST2 would be wasted since it would
have not contributed toward synchronous I/O progress even
if it was allocated to application B. Therefore, GIFT decides
to throttle application A to reduce the overall I/O bandwidth
waste. Application A’s share on OST1 is reduced to 35%
and a corresponding coupon is issued, and application B’s
share on both OSTs is increased to 65% which results in 15%
reduction in I/O bandwidth waste on OST?2.

At instance k2, OST1 is shared by three applications (A,
B, and C), and OST2 is now shared by four applications (B,
D, E and F). Note that application B’s bandwidth share is de-
cided by its bottlenecked OST (OST2). Application B’s share
on OST1 and OST2 is 25% - this ensures synchronous I/O
progress and is not unfair to application B and other applica-
tions on OST1 or OST2. Due to application B’s bottleneck on
OST2, 9% of spare bandwidth is available on OST1. The fair
share for application A and C on OST1 is 33% each. A GIFT-
less approach that does not issue coupons to maintain fairness
over longer time windows, would equally divide this spare
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bandwidth on OST1 (9%) to both application A and C. How-
ever, GIFT decides to allocate this spare bandwidth fully to
application A (increases its share to 42%, partially redeeming
a coupon issued to application A at instance k1). Application
C is still treated fairly even though it is not allocated any part
of the spare bandwidth. Application C’s fair share was 33%
and it still receives it. At instance k3 (same OST sharing sce-
nario as instance k2), application A receives 6% of the spare
bandwidth (completely redeeming the coupon issued at k1)
and the remaining 3% bandwidth can be allocated in any way
(it is allocated to application C in this case).

In summary, application A was throttled in the past to in-
crease the effective system I/O bandwidth utilization. Applica-
tion A was kind then, and is later picked to receive the reward
(larger share in the available spare bandwidth), without being
unfair to C or throttling any other application below its fair
share. This way, GIFT’s decision to throttle A in the past
proves to be useful. Using a throttle-and-reward approach,
GIFT reduces the overall bandwidth utilization over these
three time steps, while ensuring fairness to other applications
and maintaining synchronous I/O progress. A GIFT-less BSIP
approach (instantaneous fairness and synchronous I/O ensur-
ing allocation at each decision instance but without throttle-
and-reward approach) would have been fair but incurred 50%
bandwidth waste on OST2 at instance k1; in comparison GIFT
incurs only 35% bandwidth waste, while remaining fair over
multiple decision instances. These are the kind of opportuni-
ties that GIFT detects and exploits. Such situations are not
deterministic or predictable, which is why GIFT learns using
the concepts of redemption rate and system regret budget.

Lastly, we note that GIFT can track coupon issuance and
redemption at the user-level if the same application is be-
ing shared across multiple users and maintaining fairness at
the user-level is deemed more appropriate. This will simply
require including and tracking different types of identifiers
per 1/O request. GIFT can be extended to support different
variations of “fair share” instead of being limited to treating
all applications equally important. This can be achieved via
encoding and tracking relative priority levels, or weights.

3.4 Optimal Bandwidth Allocation

Once a set of throttle-friendly applications is determined and
coupons are redeemed, GIFT proceeds to make the bandwidth
allocations to maximize the effective bandwidth. Inputs to
this step include the set of throttle-friendly applications, the
set of all applications concurrently performing I/O, and the
set of OSTs being used by each application.

First, GIFT calculates the fair share of each application
on the OSTs it is performing I/O on, to ensure synchronous
I/O progress. These allocations are the same as in the BSIP
scheme (Fig. 5). Next, GIFT maximizes the effective 1/O
bandwidth by adjusting the bandwidth of all applications sub-
ject to multiple constraints: (1) only throttle-friendly appli-

cations are allowed a lower bandwidth assignment than their
fair share, (2) the total effective bandwidth is always equal
to or greater than what is achieved by the BSIP scheme, and
(3) the gains from reducing the bandwidth wastage should
be more than the worth of issued coupons (i.e., bandwidth
waste with BSIP - bandwidth waste with GIFT > aggregate
worth of coupons). GIFT formulates and solves this problem
as a constraint-based, linear programming (LP) bandwidth
allocation optimization problem, as discussed below.

Bandwidth allocation LP optimization: GIFT accounts for
constraints from both, the applications’ and system’s perspec-
tives. For the applications, at each decision instance k:

e All I/O requests (r;) of application i issued across all
assigned OSTs (S;) should get the same bandwidth in
order to facilitate synchronized I/O progress, i.e., for
application i, b;; = b;Vj € S;, where b;; is bandwidth
allocated to application i’s I/O request on OST j and b;
is the bandwidth allocated to application i’s I/O request
running on the most contented OST.

o The final bandwidth allocation b; should be s.t.

(@) biﬁbsip(l 7Bthres) <b <1 ifiey
() bjpsip <bi <1 otherwise

The second constraint essentially allows GIFT to reduce
the bandwidth share of a throttle-friendly application (belong-
ing to set Y) by a configurable parameter (B;ps) (Table 2).
Higher values of By,.s create more opportunity of reducing
bandwidth wastage, but also result in higher coupon values.
Our evaluation shows that GIFT delivers performance for a
wide range of By, values and does not require tuning.

From the system’s perspective, the bandwidth allocation at
each OST is constrained by its full capacity. Thatis, Vj € Z,
where Z is the set of all OSTs, if L; is the set of applications
served by j, then ) ;c L b; < 1. With these constraints in mind,
at every instance, k, we have the following polynomial-time
optimization problem: maximize the effective system I/O
bandwidth by making allocations b; for each application i:

maximize Z Z b; (D

jEZiELj

We make two important remarks: (1) throttle-friendly ap-
plications are not always necessarily throttled. In fact, if it
is optimal to give more bandwidth to a throttle-friendly ap-
plication (i.e., expand a throttle-friendly application), given
a set of contending applications, then the GIFT’s LP-based
optimization solution does so. (2) At any time instance, the
throttling decision is not limited to picking only one can-
didate. In fact, the GIFT’s LP-based optimization solution
might select to throttle multiple throttle-friendly applications
simultaneously and expand multiple applications (including
throttle-friendly applications) if it leads to highest effective
system 1/O bandwidth while honoring the constraints.
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3.5 GIFT Implementation

To evaluate GIFT, we implemented it using FUSE [67] as
the base file system. Our prototype extends FUSE to capture
the functionality of a parallel file system. The architecture of
the GIFT implementation is similar to that of a Lustre-based
HPC storage system (Sec. 2). Compute nodes mount the re-
mote partition through FUSE. A local service daemon acts
as a file system client on each compute node and monitors
the mounted partition. An application’s requests for file sys-
tem operations are intercepted by the service daemon and
executed on remote storage targets through RPC calls over
the network. The file system client forwards file metadata
requests to a remote metadata service (MDS), which decides
the remote storage target (OST) mappings of a file. Once a
file is open, data requests are directly sent over the network
to the appropriate OST without involving the MDS. Each I/O
request is augmented with metadata about application identity.
A local service daemon (OSS) running on the storage node
persists the application’s data to the OST. Similar to Lus-
tre, our implementation uses two separate network channels:
“Lnet” for internal messages (for example, heartbeat, control
messages, etc.) and “Dnet” for application data.

The MDS daemon broadcasts a heartbeat message to all
the OSSes at a user-configurable time interval. Each OSS
responds to the heartbeat message with a list of currently
active data requests. The OSSes send a set of <application,
I/O requests> tuples for each application they are serving.
The MDS uses this data to look up its “coupon” table, make
redemption decisions, and determine a set of throttle-friendly
applications. Then, it makes a LP optimal bandwidth allo-
cation decision and sends a set of <application, bandwidth
allocation> tuples to each OSS. The optimal bandwidth
allocation algorithm is implemented using the COIN-OR
CLP [43] library. The blkio control group (cgroup) is used
to enforce bandwidth limits. GIFT uses the MDS as a central-
ized coordination and decision-making service for all OSSes.
OSSes incurring transient failures can be synchronized at
the next decision instance. GIFT uses a 1 second timeout and
makes a new decision if more than 80% of the OSSes respond.
GIFT’s decision instance interval is configurable and set to
10 seconds by default, that is decisions are made every 10
sec (Sec. 4). Note that GIFT operates and makes decisions
at the system-level without requiring any input from the user
applications or changing user applications.

We chose FUSE instead of a production parallel file sys-
tem such as Lustre or GPFS to implement GIFT’s core ideas
because the current underlying implementation of bandwidth
control support provided in Lustre and GPFS cannot be used
for GIFT purposes. This is because the current bandwidth
control support does not guarantee synchronous I/O progress
and may create imbalance across contended OSTs — a key
source of inefficiency that GIFT attempts to solve. GPFS pro-
vides bandwidth control only for maintenance tasks [24]. We

experimented with recent QoS control features of Lustre as
provided by LIME and other frameworks (TBF-NRS algo-
rithm) [56, 80, 86], but found that fairness mechanism does
not work as expected because the QoS support does not ac-
count for the OST mappings. Even simple experiments such
as running a few applications with equal QoS support results
in significant performance differences (up to 25%) because
of varying level of contention at OST level which leads to
non-synchronous progress — these issues and OST mapping
information is not accounted by existing early QoS support
features. GIFT solves these issues.

4 Evaluation

Methodology. GIFT is evaluated on a real system using sys-
tem and application characteristics of supercomputers Mira,
Theta, and Stampede2. GIFT’s experimental setup includes
64 OSSes (and corresponding 64 OSTs) and one MDS run-
ning on a cluster with Intel Xeon E5-2686 v4 servers — similar
to the Stampede2 OSS and MDS configuration. A total of
192 file system clients are connected to OSSes. The servers
and clients are connected to each other via Ethernet with a
measured peak bandwidth of 4.5 GB/s. Each OST is con-
nected to a single HDD with a peak bandwidth of 102 MB/s.
Experiments are driven by an application set of 250 appli-
cations, where applications are executed with repetitions as
per the typical number of distinct applications submitted on
Stampede?2 during a week [1, 16]. The characteristics of ap-
plications, such as number of nodes, total compute time and
amount of I/O data, are taken from applications running on
Stampede2 [16,62,66]. Number of MPI processes, and length
of compute interval and I/O intervals is based on Darshan logs
from Mira and Theta [83]. We use a transparent checkpointing
library (DMTCP [3]) to produce periodic I/O from HPC appli-
cations such as CoMD [51], SNAP [87], and miniFE [26]. The
application arrival times follow a Gamma distribution [1,44]
and are scheduled on the system using an FCFS strategy
with easy-backfilling, as used by contemporary HPC sched-
ulers [65]. For practical repeatability, the real-system eval-
uation scales down the compute and I/O phases to get one
week’s system wall clock time to finish within a few days.
We also evaluate GIFT using simulations to gain deeper in-
sights into GIFT’s performance on large-scale systems. The
simulations allow us to study aspects of GIFT which are too
time consuming to be feasible for a representative real-system
evaluation. Specifically, we use simulations to explore the ef-
fect of GIFT model parameters and high contention on GIFT
performance — these explorations require hundreds of runs
to cover the full parameter space. The simulations use the
same parameters as the real-system evaluation, but the default
application set size is increased to 500 and the simulated time
period is 25 days of system wall clock time. As discussed
later, the simulation results support the real-system evaluation
results and demonstrate the robustness of GIFT.
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Figure 7: GIFT’s implementation provides improvement for both application- and system- level objectives (higher is better).

Scheduling Policies. We evaluate GIFT against seven com-
peting I/O scheduling policies: Per-OST Fair Share (POFS),
Basic Synchronous I/O Progress (BSIP), Minimum Band-
width Wastage (MBW), Throttle Small Applications (TSA),
Expand Small Applications (ESA), Throttle Most Frequent
Applications (TMF), and Throttle Randomly (RND). POFS,
BSIP, and MBW are implemented as discussed in Sec. 2. TSA
attempts to increase the effective system bandwidth by throt-
tling small applications, while ESA attempts to improve the
system throughput by increasing the bandwidth allocation for
longer-running, smaller applications that generally do small
I/O [2,4,5]. We also compare against other simple, intuitive
strategies such as TMF and RND, which pick the “most fre-
quently appearing” and “random” applications for bandwidth
throttling, respectively. POFS is used as the baseline policy.

Objective Metrics. Application I/O Time is the amount of
time spent in I/O by an application during its run. Application
Run Time is the run time of the application. Effective System
Bandwidth is the average effective I/O bandwidth during the
run of an application set, defined as overall system bandwidth
minus the wasted bandwidth (Sec. 2). System Throughput is
the number of jobs completed per unit time.

GIFT’s real-system implementation provides better
application- and system- level performances. First, our re-
sults show that GIFT outperforms all competing techniques
significantly. Fig. 7 (a)-(d) show that GIFT performs better for
mean application I/O time, mean application runtime, effec-
tive system bandwidth, and system throughput, respectively.
The mean application I/O time with GIFT is 10% better than
with POFS, and 3.5% better than the next best technique,
BSIP. Interestingly, when applications are throttled based on
their characteristics (TSA, ESA, and TMF), or are arbitrarily
throttled (RND), the performance remains similar to that of
BSIP. This shows that naive, rule-based techniques cannot
match the performance delivered by the GIFT approach.

GIFT also improves the effective system bandwidth by
more than 17% compared to POFS and other techniques, ex-
cept MBW. Expectedly, MBW improves the effective system
bandwidth the highest because it solely focuses on this metric.
Next, we note that by compromising fairness one could design
techniques that solely focus on improving system throughput
(e.g., favor small jobs). GIFT does not compromise fairness,
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Figure 8: GIFT implementation bounds outstanding node-hours
using application- and system-level redemption rate thresholds.

and it neither directly manipulates nor aims to improve the
system job throughput, but by virtue of reducing I/O band-
width waste and mean application I/O time, GIFT yields 2%
improvement in system throughput. We note that even a small
improvement in system throughput leads to large monetary
savings in operational cost of HPC systems [18,71,84].

Next, we recall that GIFT gives out compute node-hours as
regret, but it is minimal compared to the system throughput
improvement it enables (2% savings in total compute node-
hours). Fig. 8 shows that GIFT gave out less than 0.06% hours
of total compute node-hours from the system regret budget in
a more than two-day long experimental run — this result shows
that application- and system-level redemption rate thresholds
keep the system regret budget under control. Even if one were
to award outstanding node-hours every day, GIFT would give
out only 0.12% of node-hours, which is much smaller than
the gains in system throughput (2%); this trend is also later
supported by simulation results.

Next, we discuss the effectiveness of GIFT in terms of fair-
ness. First, recall that the design of GIFT introduces two ideas:
(1) opportunistically rewarding applications, and (2) compen-
sating unfairness in I/O performance via additional compute
hours. These ideas do not naturally align with the traditional
notion of fairness - where a scheme tends to distribute the
“benefits” equally among all applications and the “currency”
of fairness measurement remains the same. In contrast, GIFT
is designed to distribute the benefit opportunistically among
applications because, as discussed earlier, distributing the ben-
efits equally among all applications leads to benefit (system
bandwidth) wastage due to non-synchronous I/O progress.
GIFT achieves fairness by compensating I/O unfairness with
compute resources. Therefore, GIFT’s performance cannot
be directly compared with POFS to establish its fairness ef-
fectiveness. Nevertheless, we provide this comparison for
completeness and to demonstrate that GIFT is not unfair.
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Fig. 9(a) and (b) show that GIFT implementation provides
similar fairness in terms of both the I/O and runtime perfor-
mance as the baseline fairness strategy (POFS). First, as ex-
pected, GIFT indeed provides better performance than POFS
for many applications. In fact, GIFT is able to improve the
I/O performance of one-third of the applications by more
than 20%, while competing techniques cannot. But, this im-
provement is not evenly distributed among all beneficiary
applications. This is because, as noted earlier, GIFT rewards
certain applications opportunistically by increase their I/O
bandwidth if it helps reduce the overall bandwidth waste. We
note that these decisions are not systematically biased toward
preferring certain applications over others.

Therefore, next, we focus on applications that receive worse
performance than under the POFS scheme. This set of appli-
cation provides us a better quantification of “unfairness” of
GIFT and other competing schemes. First we note that other
competing schemes, besides GIFT, tend to provide worse per-
formance than POFS for a large fraction of applications com-
pared to POFS - indicating that they are not consciously fair-
ness aware. To further quantify this better, we use a more intu-
itive and traditional way to measure unfairness - the fraction
of applications that achieve worse performance than POFS.
As Fig. 9(c) shows GIFT outperforms other schemes in this
metric as well (32% for GIFT vs. more than 45% for all other
schemes, and 76% for MBW which aggressively focuses only
on performance and not fairness). More importantly, even
though 32% of the all the applications under GIFT achieve
worse performance POFS, we calculated that the average mag-
nitude of I/O time degradation for applications performing
worse than POFS is approx. 1.2%. This shows that GIFT
is able to provide a similar fair performance compared to
our baseline fairness scheme (POFS). These are applications
which get throttled initially but are unable to redeem coupons,
for which they get compensated in node-hours. Finally, we
note, unlike other competing schemes, GIFT indeeds com-
pensates these applications via compute resources and hence,
achieves fairness over the long term.

GIFT improves performance across different parameters
and the required system regret budget level needed to
award outstanding hours is fairly low even under pes-
simistic scenarios. To study the impact of model parameters
on GIFT performance accurately, we perform a simulation-
based exploration. First, we briefly present the simulation
results for the same objective metrics as the real system eval-
uation. We find that GIFT’s simulation results support and
closely match the trends observed with the real system evalua-
tion (Fig. 10 vs. Fig. 7). Fig. 10 shows that compared to POFS,
GIFT improves the mean application I/O time by 15% and ef-
fective system bandwidth by 25%. Similarly, GIFT improves
the mean application run time by more than 4% and system
throughput by approx. 2%. We note thatthe absolute improve-
ment values are higher than real system evaluation because
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Figure 9: GIFT implementation provides I/O and runtime perfor-
mance fairness to individual applications.
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Figure 10: GIFT simulation results support GIFT real-system-based
implementation results and show significant improvements.
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Figure 11: GIFT improves performance across different values of
throttle-and-reward parameters.

simulation study covers a longer time frame (25 days) and a
larger application set (500); this provides more opportunities
for GIFT to make better throttle-and-reward decisions.

Next, our results (Fig. 11) illustrate that GIFT performs
effectively across the parameter space and does not require
tuning. Recall that T is the minimum redemption rate for the
system to throttle and for an application to be considered
throttle-friendly. Therefore, it is expected that at higher values
of 1, the I/O time would improve slightly. GIFT also contin-
ues to provide significant improvement in effective system
bandwidth, even with high 7T values. Recall that B, is the
maximum factor by which an application’s bandwidth can be
throttled. Fig. 11(b) shows that GIFT is effective at different
B:nres values. Note that GIFT increases the effective system
bandwidth by as much as 5% points for higher B;p,.s values.
This trend is expected: a higher Byj,.s value implies higher
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Figure 12: GIFT is able to collect high cumulative number of samples
and bound the node-hours awarded.
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Figure 13: Applications with all types of characteristics experience
improvement in I/O performance with GIFT.

throttling power, and hence, better opportunities to fill the
bandwidth gap. However, this also causes slight reduction in
I/O time improvement (2% points). Next, Fig. 11(c) shows the
impact of parameter N (the length of the receding window)
on GIFT performance. Increasing N does not impact I/O time
but it improves effective system bandwidth slightly due to
better stability from one decision instance to the next. Overall,
GIFT does better than POFS across a wide range of N values.

Studying GIFT’s characteristics over time, Fig. 12(a)
shows that GIFT collects a large number of samples as
time progresses for both, default parameter configuration
(1=0.8, Bipres = 0.1) and extreme cases (T = 0.1, Byes = 0.1
and T = 0.8, B;jres = 0.8). The sample collection continues in
order to adjust to application characteristics and learn about
new applications. Fig. 12(b) also shows that the number of
outstanding node-hours is quite low at all times due to ef-
fectiveness of GIFT’s redemption rate thresholds — therefore,
indicating that only a small system regret budget is needed.
Fig. 12(b) also shows that even under a pessimistic parameter
selection (T = 0.1, Bypres = 0.1, low redemption rate thresh-
old for applications to be considered throttle-friendly), GIFT
needs a low number of outstanding node-hours at all times
(less than 20 hours at any instance, although the correspond-
ing 2% improvement in system throughput translates to a gain
of more than 5,800 node-hours). Even if outstanding node-
hours are awarded daily, the system regret budget needs to be
only 360 node-hours over 24 days, much less than the 5,800
node-hours gained with 2% system throughput improvement.

GIFT provides performance improvement for applica-
tions of different characteristics, under high I/O con-
tention, and device bandwidth (SSD vs. HDD). We per-
formed simulation based exploration to understand how GIFT
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Figure 14: GIFT performs better than POFS at all contention levels.

performs when key application characteristics are varied:
number of appearances of an application, number of I/O in-
tervals, and the size of I/O per I/O interval per MPI process
(rank). We found (Fig. 13 (a)-(c)) that GIFT continues to
provide a significant improvement in application I/O perfor-
mance as we vary the number of appearances of an application,
number of I/O intervals, and the per-interval I/O size across a
wide range. Our results (Fig. 14) also show that GIFT’s perfor-
mance benefits actually improve as we increase the contention
level from 100-applications set to 1,000-applications set; this
is expected because a higher-level of contention increases the
chances for GIFT to exercise throttle and reward. For 1,000
application-set GIFT improves mean application I/O time by
up to 16%, mean application run time by up to 7%, and effec-
tive system bandwidth by up to 30%. Finally, although GIFT
does not rely on specific storage device characteristics to pro-
vide benefits, we studied the effect of device bandwidth (e.g.,
SSD vs. HDD) on the limits of GIFT performance. As ex-
pected, we did not find the GIFT performance improvements
to be sensitive to the underlying storage device.

GIFT implementation is low-overhead and scalable on a
real system. GIFT has two sources of overhead: computation
and communication. MDS incurs the computation overhead
due to solving an LP optimization problem. Communication
overhead is incurred due to message exchanges between the
OSTs and MDS. To obtain pessimistic estimates on the GIFT
implementation overhead on a real system, we increase the
number of OSTs from 32 to 200 and increase the application
set size to 1,000 — amplifying the degree of GIFT overheads.
We measured that the CPU overhead on the MDS increased
from 1 ms to 5 ms which is negligible compared to decision
instance interval (10 seconds); GIFT produces similar re-
sults with similar decision instance interval lengths, however
choosing too small interval (e.g., 1 second) can make over-
head effects visible and choosing very large interval (e.g., 10
minute) can lead missed opportunities for throttle-and-reward.
The volume of messages between the MDS and the OSTs is
also minimal (less than 4 MB over two days) and occurs on a
non-critical network path. In our real system experiments, we
measured that overall GIFT’s implementation imposes a neg-
ligible overhead on I/O performance even under pessimistic
scenarios (less than 0.01%).
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5 Discussion

Relationship between I/O bandwidth improvements and
system throughput. We note that GIFT does not actively ma-
nipulate the I/O bandwidth allocation to directly improve the
system throughput. It is trivial to improve the system through-
put - for example, by allocating more I/O bandwidth share to
short-running jobs which can significantly increase the sys-
tem throughput at the expense of fairness. Nevertheless, as
our results show, GIFT is able to improve the overall system
throughput. This is because GIFT eliminatea I/O bandwidth
inefficiencies by increasing the I/O bandwidth toward syn-
chronous progress which reduces the overall I/O time and run
time of applications. Reducing the overall run time of appli-
cations by judiciously utilizing the available I/O bandwidth,
in turn, leads to completion of more jobs per unit time (i.e.,
system throughput increases).

Why traditional notions of measuring fairness alone
may be not be adequate for assessing the effectiveness
of GIFT. A conventional notion of fairness measures the
amount of equal opportunity among all participants. In the
case of GIFT, this translates to providing equal bandwidth
to all jobs concurrently performing I/O on the same OST
(i.e., POFS). However, this does not lead to effective equal
bandwidth division since jobs may not be able to leverage
the full I/O bandwidth due to non-synchronous I/O progress.
While, GIFT does not enforce this fair opportunity at every
decision instance, it does enforce it as a constraint in the long
run. Thus, GIFT enforces fair opportunity as a constraint.

Another conventional notion of fairness measures the
amount of equal performance among all participants. For
example, calculating the difference between maximum and
minimum performances, or the standard deviation of perfor-
mances, or Jain’s Fairness Index [27]. Fairness can be viewed
at as all jobs having equal I/O performance. In practice, this
is difficult to enforce and impractical to achieve in a diverse
and dynamic I/O environment of an HPC storage system. Job
I/O performance depends on a variety of job-specific aspects
which are not in control of GIFT (GIFT only performs time-
divided bandwidth allocation) such as number of OSTs across
which a file is stripped, size of I/O, type and pattern of I/O, I/O
interface (POSIX, MPIIO, STDIO), etc. Thus, while GIFT
enforces equal opportunity in terms of bandwidth (resource)
allocation as hard constraint, it cannot enforce overall equal
I/O performance.

In the case of GIFT, one could argue that fairness can be
defined as all applications having equal improvement as com-
pared to POFS. However, this definition is not meaningful
since POFS already performs instantaneous fair allocation,
thus, I/O performance with POFS is fair and attempting to
achieve “fair improvement from a fair performance” does not
have practical value for end users. Therefore, as discussed
in Sec. 4, GIFT’s fairness is better quantified by focusing
on the applications which achieves worse performance than

POFS. If the improvement over POFS is positive, then GIFT
is considered fair for such beneficiary applications, but the
improvement over POFS among such beneficiary applications
is not equal. This is because GIFT rewards certain applica-
tions opportunistically by increasing their I/O bandwidth if
it helps reduce the overall bandwidth waste. Finally, GIFT
compensates unfairness in one type of resource allocation by
allocating another type of resource - this feature makes GIFT
fairness fundamentally different than traditional notions.

6 Related Work

Many prior works have focused on identifying the root causes
of contention and characterizing the I/O bottlenecks [2, 10, 12,
22,28,31,34,38,39,46,47,63, 68,81, 82, 85]. These works
do not propose mitigation techniques. Studies focusing on
application-level techniques [13, 35, 42, 56, 61, 89,91, 92],
such as CALCioM [14], rely on application modifications and
cooperation for coordinating I/O transactions among appli-
cations. Client-side solutions, which coordinate I/O requests
to and from the client-attached burst buffers or requests han-
dlers [6,25,29,36,37,76-78], end up underutilizing the back-
end bandwidth due to the lack of a storage-system view. In
general, client-side techniques are complementary to GIFT
and can be used to further enhance application performance.
On the other hand, server-side solutions aim to efficiently
schedule the I/O requests from the server nodes to the disk
targets [17,20, 21, 50, 64, 69, 70, 72, 74, 90]. For example,
IOrchestrator [88] uses spacial locality of I/O requests to
unfairly prioritize the most disk efficient requests. Note that
none of these studies consider the distributed and synchronous
I/0 behavior of HPC applications. This paper introduced,
GIFT, a new I/O bandwidth allocation approach to ensure syn-
chronous I/0 progress for HPC application while maximizing
I/0O throughput and ensuring fairness.

7 Conclusion

Improving effective system I/O bandwidth, providing fairness
among applications, and ensuring synchronous I/O progress
are three major challenges in parallel storage systems, but
no existing approaches have considered them as a joint prob-
lem. GIFT identifies and solves this new problem using a
throttle-and-reward approach - yielding significant improve-
ments (17% in mean effective system I/O bandwidth and
10% in the mean application I/O time). GIFT is available at
https://github.com/GoodwillComputingLab/GIFT.
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