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Abstract

The declining costsof commoditydisk drivesis rapidly changingthe economicsof deploying large
amountsof on-line storage Conventionalmassstoragesystemaypically usehigh performanceRAID
clustersasa disk cache pftenwith afile systeminterface. The disk cacheis backed by tapelibraries
which sene asthefinal repositoryfor data. In massstoragesystemswvhereperformancas anissue
tapemay sene only asa deeparchwe for disasterecovery purposes.In this caseall datais stored
on thedisk farm. If a high availability systemis required,the datais often duplicatedon a separate
systemwith afail-over mechanisntontrollingaccess.

This work exploresan alternatve designusingmassive arrays of idle disks, or MAID. We argue
thatthis storageorganizationprovidesstoragedensitiesnatchingor exceedingthoseof tapelibraries
with performancesimilar to disk arrays. Moreover, we shav thatthrougha combinationof effective
power managemenof individual drivesandthe useof cacheor migration, this performancecanbe
achiezedusinga very smallpower ervelope.

We examinethe issuescritical to the performancegnegy consumptionand practicality of sev-
eral classeof MAID systems.The potentialof MAID to save enegy costswith a relatively small
performanceenaltyis demonstrateth acomparisorwith aconventionalRAID 0 storagearray



1 Introduction

Robotictapesystemsare designedo reducethe wait time for tapeloading,andto increasestorage
densitysoasto provide large amountsof storagefor a givenfootprint. Historically, tapelibrariesare
preferredover disk arraysfor large (100+TB) massstoragesrvironmentsjn large partdueto the cost
differentialbetweenapeanddisk. This gaphasbeenclosingandis expectedo continueto decrease.
Additionally, thereis theeconomic®f poweringandcoolinglargedisk arrays.Filesontapenot being
accessedonsumeno power andgeneratao heat.Fileson disk not beingaccessedo both.

Largetapelibrariescanaccommodatenary tapedrives;for example thethe Storage €k 9310tape
librariescansupportup to 80 T9940tapedrives[1]. Eachcartridgefor the T9940drivescanrecord
60GB of uncompressedata,andeach9310library cansupportup to 6000tapes providing a total of
360TB of storage.The T9940tapereadertakes 18 seconddo load a tape,90 seconddo rewind the
tapeandhasanaveragesearchime of 41 secondsEachtapecanbesubjectedo aminimumof 10,000
loads/unloaddeforethe mediabeginsto fail. Migrating from one generatiorof mediato anotheris
problematicsimply becaus®f the volumeof mediaandthe (relatively) limited numberof drives.

Considerthe economicf usingexisting RAID arraysratherthantapelibrariesfor suchstorage
needs. Currentdisk drive capacitiesare approximatelythe sameas tape;for point of comparison,
we’ll assumehat60GBdrivesareused.A singleStorage €k 9310tapelibrary consumed.1Kw/h of
electricity. To store1,000TBof informationonewould requirethree9310libraries(3.3Kw/h). The
T9940tapereaderconsumed5 wattsof power. If we assumehnalf of the full complimentof readergs
used(120),afurther11.5Kw/hof electricityis consumedassuminghedrivesareconstantlyin use.

A consumegrade60GBdrive consumesbout8 wattsin steady-statelgnoringthe costof control
logic, networking andthelik e, it would take 144Kw/hto power suchadisk array

Electric utility rateshave held fairly constantover the last 10 yearsat 7.25 cents/Kw/hfor com-
mercial customerg2]. Assuminga 24x7 datacenteroperation,it would cost$9,400to power the
tapelibrary systemvs. $91,500to power the the disksin thedisk array This estimatediscountsthe
additionalelectronicseededo actuallybuild adisk array andis thusanunderestimatef-urthermore,
additionalpower would be neededor cooling sincethe disk arraydissipatesnore heatthanthe tape
libraries.

Our hypotheticaltapelibrary would have an aggregatebandwidthof 1200 MB/s, while the disk
arraycould provide a peakbandwidthof 2,880,000MB/s. However, existing RAID systemsrovide
more capabilitythanneededoy suchlarge storageernvironments.Analysisof tapelibrariesat super
computercentershasshonvn that50% of the datais written andnever accesse{3] anda further25%
of thedatais accessednce.Also, tapelibrariesstoredataon a singletapewith the limited reliability
thatimplies. Suchsystemshave little needof eitherthe high performanceor increasedeliability of
corventionalRAID systems.Contrastthis with [4] which allow servicesto “bid” for resourcegasa
functionof deliveredperformance.

We proposeo build large storagearraysusingmassive arrays of idle disks, or MAIDs. Thedesign
goalsfor our systemare:reducingtheenegy consumedy alarge storagearraywhile maintainingac-
ceptableperformanceincreasingstoragedensityandmaintainingperformancesimilar to corventional
disk arraysor tapelibraries.

In this paperwe usetrace-drvensimulationto compardheperformancef asimpleMAID cluster
to afully active drive array Our simulatorcombinesboth performanceandpower estimatesisinga
diskpowermodelderivedfrom measurementsf sampledrives.OuranalysisdemonstratethatMAID
offersperformance&eomparabldo a constantly-ordrive arrayfor workloadsrepresentatie of archval



storagesystems.

2 TheDesign of MAID-Simple

Thefirst decisionis whetherwe shouldusedatamigrationor duplication(caching). If migrationis
used,the intent would be to move storageto a clusterof “more active” drives, or to distribute the
databasedon the likelyhoodof accessthat datawould not be duplicatedon the remainingdrives.
Alternatively, we candedicatea smallnumberof drivesas“cachedrives” thatwould cachereaddata
andactasa write-log for write data. Migration providesmore usablestorage sinceno duplicationis
necessaryandis appropriatevhendistributing storageacrossa small numberof drives. It may also
provide betterperformancédecausearyingusagepatternof thedatawill automaticallyaggreatethe
informationon afew drives.

However, migrationrequiresa mapor directorymechanisnthatmapsthestorageacrossall drives.
By comparisongachingrequiresmapsor directoriesproportionalto the sizeof the cachedisks. If a
MAID systemis to hold 6,000drivesandtotal 1,000GBof storagejt is difficult to seehow to build
anefficientmapor directoryfor suchall drivesin suchalarge systemevenmaintaininga mapfor the
600drivesthatmake up the cachemay bedifficult.

Accesgpatternswill alsogovernthe cachingpolicy in aMAID system- shouldwritesbe cached?
All reads?Only small reads(which may be likely to be meta-data)?The answerto thesequestions
dependon the usagepatternsof MAID systemsandwe expectthosepatternsto differ from RAID
accesgatterns.

The seconddecisionis whetherto provide a filesystemor block interface.File-level accessvould
provide mary benefitssinceaccesse large tertiary systemstypically involvesreadinglarge files
(e.g. climatemodeldataor movies). Usingfile systeminformationto copy or cachefull files would
probablyprovide a performancebenefit. Block-level accessvould not requirefile systemsemantics
andwould work with contemporarygystems.

2.1 Design choicesused in this study

For our initial study we chooseto examinea non-migratory block-level design. Figure 1 shovs a
schematiof the systemdesign. The systemis dividedinto zeroor more*“active drives” thatremain
constantlyspinning; the remaining“passve drives” are allowed to spin-davn following a varying
periodof inactivity. Requestérom oneor moreinitiatorsis directedto the setof virtual targets.

We examinedtwo configurationsMAID-cacheandMAID-no-cache.In MAID-cache,the active
drivesactasa cachefor readandwrite traffic. Thediskis partitionedinto 512-sectof'chunks” anda
cachedirectorymaintainsan LRU orderingandinformationaboutthe locationof the containeddata.
The cacheis examinedfor all readrequestsany matchingrequests sourcedrom the cache(evenif
the correspondingpassve drive is actuallypoweredup). Write requestdirst probethe cachejif there
is a cacheentry correspondingo the write addressthe datais written to the cache. All entriesare
placedin the write-log, which is usedto eventuallycommitthe writes to the passve drives. Writes
thatarethe sizeof afull cacheblock (512 sectors)rewritten to the cacheevenif an existing block
hasnot beenallocated.To maintainconsistenyg, all readsexaminethe entriesin thewrite log prior to
accessinglatafrom the cacheor the passve drives.
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Figurel: MAID configurationwith caching

Passve drivesremainin standbyuntil eitherareadrequesimissesn the cacheor thewrite log for
a specificdrive grows too large. Oncethedrive is poweredup, the queueof readandwrite requestss
serviced.Following this, thedrive is remainsidle until the spin-davn inactivity time limit is reached,;
varyingtheinactvity time limit is the primaryway to influenceenepy efficiency andperformance.

The MAID-no-cachedesignis essentiallysimilar, but thereare no cachedisks; all requestsare
directedto the passve drives,andthosedriveswill remainactive until their inactivity time limit is
reached.

In all, we comparethe samenumberof passive drives, or drivesthat hold data. In the MAID-
cacheorganization,somefraction of thedrivesactas“overhead” andthis limits the potentialenegy
savings. For example,assumeéhewe have anarrayof tendriveswith anadditionalactive cachedrive.
The cachedrive remainsspinningat all times. This implies thatthis MAID-cache configurationcan
save no morethan90% of the enegy of a systenthatis constantlyactive with 10 datadrives.

3 Préiminary Results

We decidedto comparethe performancef the MAID systemto thatof a similarly configuredRAID
systemratherthan a tapelibrary. In part, we felt that comparisonagainsta tapelibrary would be
uninterestingoecausehe tapeload, seekandrewind timesaresolong. Furthermoresinceeachtape
drive consumesasmuchenegy as10 disk drives,the tapesystemmay have worseperformanceand
enepgy usagghanasimpleMAID systemwhich only poweredup driveswhenrequestsverepending.

We usedtwo setsof tracesto drive a performanceand power simulatorfor MAID and RAID
systems. The setsare derived from sener and interactve systemperformanceand thus have very
differentcharacteristicthanaccessewe would expectfor alargetapelibrary.

Theinteractve workloadtraceswereacquiredirom Storage€k Inc., andweretakenfrom alarge,
active databasenanagemensystem. The tracefile representd9 hoursof transactions.The ratio
of readrequestdo write requestavasaboutl.2:1. The sener workload camefrom a programming
developmenternvironment,andrepresenteneweeksworth of requestsTheratio of readsto writesis



approximatelyl:2.4.

As expected,the responsdime of MAID with a cacheoutperformedVIAID with no cache. In
particular write responséime weresignificantlybetter aswritesthatdo nothit in thecacheareplaced
in thewrite buffer until they aretransferredo the passve drives. This waspatrticularlyimportantfor
the senerworkloadwhich hadalargerpercentagef write requesthanreadrequests.

Readperformancevassignificantly effectedby the spindavn delay particularlyat small values.
With smallspindavn delays,successie readsto drivesthathadbeenspunup wereunableto take ad-
vantageof thedrive beingin areadystatewhenthey arrived. Both readandwrite requesperformance
sufferedwith very small spindavn delaytimesdueto the congestiorcausedoy write log traffic that
was requiredto wait while target drivesspunup. Longerandlongerspindavn delaytimesdid not
contribute significantlyto performanceindincreasednegy usage.

Most problematicwith small spindavn delaytimesarethe resultinglarge numberof spinupsre-
guiredto servicerequestsFrequentlyspinningup thedrivesimpactsreliability andtheoveralllifetime
of thedrive.

The interactve workload consumedessenegy on the MAID with cachethanthe MAID with
no cache. 82% of the readswere satisfiedby the cache,resultingis fewer requestgo spinupthe
passve drivesandkeepthemspinningduring throughoutthe delayinterval. Writes hit in the cache
only 12% of therequestsdueto the dominanceof the readrequestsvhich thenrequiredwritesto go
to the write buffer. Suprisinglythe sener workload consumedessenegy on the MAID without a
cache. The sener workload was dominatedby writes with 38% of the writes being satisfiedby the
cache. This dominanceforced readsto the the passve disks, requiringmore enegy for spinup. In
the MAID-no-cacheconfigurationlocality of readandwrite requestsesultif fewer spin-upsandless
enegy consumption.

The leastamountof enegy is consumedvith a spindavn delayaroundfour seconds.Readand
write performancemprove with longerspindavn delays,but only maginally afterabouta 60 second
delay

4 Conclusions and Future Work

The MAID conceptseemso offer a goodtradeoff on performanceand enepy efficiency. Further
work is neededo comparecachingpolicies, migration schemesand enegy-conservingedundang
techniquesMore representatie tracesareneededo determinethe efficacy of theseapproachesvith
adiverseworkload.We're currentlydeploying alarge MAID systentor furtheranalysis.
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